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To the editor:

The First Joint Meeting of the Acoustical Societies of America and
Japan was a major milestone in the history of both societies. It opened the
doors for much productive research collaboration and many personal asso-
ciations. Neither Society has been the same since. This is the story of how it
happened.

It was a cold 1973 winter day in Ottawa, at the National Research
Council of Canada. I was an Invited Researcher in the Acoustics Section of
the Physics Department, on Sabbatical leave from the University of Hawaii.
During one of the Section’s coffee hours, Edgar Shaw, out of the blue, asked
me, “When are we going to have a meeting in Hawaii?” It was an amusing
thought, since Ottawa was then a frozen wonderland. It would have been
easy to forget—except that it came from the President of the Acoustical
Society of America.

Edgar’s question gave birth to what became the First Joint Meeting of
the Acoustical Society of America (ASA) and the Acoustical Society of
Japan (ASJ), held at the Sheraton-Waikiki in Honolulu, Hawaii, 27
November—1 December 1978, with James L. Flanagan as ASA President and
T. Nimura as ASJ President.

Edgar’s thought germinated until my return to Hawaii. With “Why
not?” in mind, I sent an offer to Betty Goodfriend. Betty’s response was “the
Executive Council will never approve it.” To her surprise, the Council did,
and appointed me the Meeting Chairman (MC).

At that time, a MC was responsible for everything that happened—or
could happen—or should have happened—at the meeting location. There
was no Executive Director or Meetings Committee. The MC reported di-
rectly to the Executive Council. It was a recognized but unwritten rule that
the MC had authority to make all final decisions, even to over-rule a Society
officer. In effect, the MC was the meeting CEO. Of course, the MC had to
face the music if the decisions ruffled feathers.

A worrying thought gradually surfaced. Would company managers in
the United States regard a Hawaii meeting as a boondoggle? The potential
effect of this bias was all too clear. How could we marginalize it? If the
meeting were a joint meeting with the ASJ, managers would be faced with
missing out on what their Japanese competitors were doing.

It worked! Later, a Bell Labs colleague told me that one of the Lab
managers had gone around saying, “They have no right to hold a meeting in
Hawaii!” But Bell Labs acousticians were there.

A joint meeting required the agreement of the ASJ. But we were handi-
capped. As a Society, we knew almost nothing about the ASJ. The ASA
office had only an address in Tokyo. ASA President Bob Gales wrote to the

YHome address: 1269 Mokulua Dr., Kailua, HI 96734. Electronic mail:
jcb@hawaii.edu

A38  J. Acoust. Soc. Am. 120 (5), November 2006

0001-4966/2006/120(5)/A38/2/$22.50

ASJ president with the suggestion. The ASJ agreed, and appointed Professor
Juichi Igarashi as the ASJ Co-chairman for the meeting. Professor Hiroya
Fujisaki became what amounted to the ASJ Foreign Minister.

Professor Fujisaki and I worked out the details of procedure, respon-
sibility, and funding during one of his visits to Hawaii. The ASA and ASJ
approved them. They were successful, and they became the basis for other
joint meetings.

Technical Program Organizing Committee (TPOM) arrangements had
a hidden surprise. George Sutton, our original Technical Program Chairman,
was also an active oceanographer. A scheduled ocean trip was delayed—and
delayed—until it coincided with the scheduled time for the TPOM.

We were lucky. Tony Embleton and Eileen were planning to stop in
Hawaii on return from Australia—at exactly the time scheduled for the
TPOM! Tony graciously agreed, on two-week’s notice, to extend his visit
and take on the job as Technical Program Chairman. The rest is history.
Tony’s ability to organize and coordinate made this one of the best technical
programs ever.

The TPOM was held at the University of Hawaii. We used a new
system for allocating session space. We set five 4 ft X 8 ft “Canec” boards
against a wall, one for each meeting day. Each had spaces for each meeting
room down a side, and major time periods along the top. We preallocated all
space and times and pinned small, multicolor identifying cards on the
boards. These included committee meetings and social functions. The ob-
jective was to replace the race to be first to claim time and space with
negotiation among Technical Committee (TC) representatives for exchange.
It worked! Tony made some changes, and the procedure has been adopted
by others. I've been told that our Japanese colleagues thought we had al-
ways done it this way.

To allow members to enjoy Hawaii during the best part of the day
without missing important papers, I asked the TC representatives to keep the
time period 12 noon to 2 p.m. clear of sessions. But a “work” mentality
governed. The ending times for morning sessions and the starting times for
afternoon sessions crept toward each other until little was left. After the
TPOM was over, acting as the MC, I shortened the time allowed for both
morning and afternoon papers until the morning sessions ended at noon, and
the afternoon sessions did not start until 2 p.m. I don’t recall any later
complaints.

I arranged for the two presidents to have side-by-side suites. These
were premier ocean-view, two-room suites. At that time, Presidents’ Recep-
tions were held in their suites. The idea was that the two presidents could
create the environments they wanted, and that ASA and ASJ visitors could
easily move from one to the other. It was crowded, but it worked! Japanese
hospitality was exquisite, and American hospitality was superb. Everyone
enjoyed it—except, possibly, the presidents’ wives.

The Accompanying Persons Program was a great success. Frances Bur-
gess and Milly Darby arranged genuine Hawaiian activities for each morn-
ing, including history, crafts, food preparation, singers, and dancers. These
were not the usual tourist tinsel. Milly also provided the large number of leis
that we used lavishly throughout the meeting. For many years afterwards,
ladies would tell me at ASA meetings how much they enjoyed what Frances
and Milly had done for them.

For this special occasion, I decided to depart from the standard ASA
procedure of having two socials, and to replace one with an old-time, tradi-
tional banquet. The banquet was so popular that several people actually tried
to crash it. The major features were a grand, multicourse Chinese dinner,
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and Hawaiian entertainment. When attendees reached their tables, they were
greeted with bottles of cooled champagne. The loud popping of corks set a
great tone!

A pleasant surprise followed the ASA awards ceremony when ASJ
President Nimura presented unique awards (with silver medals!) to ASA
President James Flanagan and Meeting Chairman John Burgess.

The ASJ created a special “preparation committee” for this meeting. I
was greatly surprised at how few of its ASA members were not Fellows.
Professor Igarashi agreed to coordinate nominations. A special feature of the
banquet was honoring seven new Japanese ASA Fellows.

This history would not be complete without recognizing George Curtis
as the Facilities and Equipment Chairman and Ron Darby as the Registra-
tion Chairman. George hired university students as projection equipment
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operators, giving them first-hand experience with a major international tech-
nical meeting. Ron’s innovative and efficient registration process had the
important effect of giving attendees a pleasant first impression.

A final anecdote concerns Bob Beyer, the ASA Treasurer. During the
meeting, in the lobby of the hotel, the ASJ casually handed him a large stack
of $100 bills. With his attention thoroughly concentrated, he carried this
cash across busy Kalakaua Avenue to the Bank of Hawaii—and has never
fully recovered from the experience.

The First Joint Meeting was almost the largest ASA meeting and had
the largest number of papers presented to that date. It was so popular that it
was followed ten years later by a Second Joint Meeting, then after eight
years by a Third, and now by a Fourth. Our two Societies were changed.
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Anomalous negative dispersion in bone can
result from the interference
of fast and slow waves

Karen R. Marutyan, Mark R. Holland, and James G. Miller
Laboratory for Ultrasonics, Department of Physics, Washington University in St. Louis,
One Brookings Drive, St. Louis, Missouri 63130
James.g.miller@wustl.edu

Abstract: The goal of this work was to show that the apparent negative
dispersion of ultrasonic waves propagating in bone can arise from interfer-
ence between fast and slow longitudinal modes, each exhibiting positive dis-
persion. Simulations were carried out using two approaches: one based on the
Biot-Johnson model and one independent of that model. Results of the simu-
lations are mutually consistent and appear to account for measurements from
many laboratories that report that the phase velocity of ultrasonic waves
propagating in cancellous bone decreases with increasing frequency (nega-
tive dispersion) in about 90% of specimens but increases with frequency in
about 10%.
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1. Introduction

Ultrasound studies of bone are often motivated by the goal of developing ultrasonic markers for
clinical diagnosis, e.g., for diagnosis of osteoporosis. Cancellous or trabecular bone is a porous
material consisting of a solid matrix (trabeculae) and pores filled with fluidlike bone marrow.
The mechanical architecture of cancellous bone is anisotropic—bone trabeculae are aligned
along the specific directions resulting from stresses placed on bone during its development.
Ultrasound propagation in bone has been modeled using Biot theory (Biot, 1955a; 1955b) that
was originally introduced in the geophysics literature for application to fluid-saturated porous
rocks. Biot theory presents numerous challenges, in part because of the need for values of many
parameters of bone that are not readily available in the published literature, even for isotropic
media. More recently, Schoenberg theory for stratified media has been applied to model bone as
alternating layers of solid and fluid layers (Hughes et al., 1999; Padilla and Laugier, 2000; Wear,
2001). Both the Biot and the stratified model predict the existence of two compressional wave
modes, a fast and a slow mode.

Both models enjoy some success in accounting for experimental data. Measurements
of the ultrasonic characteristics of bone include the attenuation coefficient, speed of sound, and
phase velocity, and their respective frequency dependences. Bone attenuates ultrasound in a
manner that is approximately linear with frequency (Chaffai et al., 2000; Wear et al., 2000). The
attenuation characteristics are frequently reported as a rate of change with frequency, Broad-
band Ultrasound Attenuation (BUA) or, if normalized with the propagation distance, normal-
ized Broadband Ultrasound Attenuation (nBUA). Although there is a general consensus on the
linear or quasilinear with frequency dependence of attenuation, there is considerable variation
in the behavior of the frequency dependence of phase velocity (dispersion) among bone
samples. Indeed, measurements from many laboratories indicate that, on average, the phase
velocity of ultrasonic waves propagating in cancellous bone decreases with increasing fre-
quency (negative dispersion). However, positive dispersion is observed in approximately 10%—
20% of sites measured (Droin et al., 1998; Nicholson et al., 1996; Strelitzki and Evans, 1996;
Waters and Hoffmeister, 2005; Wear, 2000). Furthermore, the confusion is aggravated by the
fact that the velocity of both the fast and the slow wave varies with the porosity level and
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insonation direction relative to the orientation of the trabecular network (the insonation angle).
As a consequence, in some experiments both the slow and fast waves are detected and are
clearly delineated. However, in a significant number of experiments the time difference between
arrivals of the waveforms associated with both waves is small compared to the temporal extent
of the ultrasonic pulse. This results in an overlap in the recorded data and makes it impossible to
separate fast and slow modes for quantitative assessment.

One goal of the present work is to examine these apparent inconsistencies in measured
ultrasonic indices based on causality considerations. For media with an attenuation coefficient
that can be approximated as increasing linearly with frequency, such as bone, the nearly local
approximations to the Kramers-Kronig relations with one subtraction (Waters ef al., 2000) sug-
gest that an increase of velocity with frequency would be expected, which is in sharp contrast
with the decrease with frequency that is often reported. If the attenuation coefficient were
strictly proportional to frequency, the dispersion would increase logarithmically with frequency.
It is on this basis that we refer to the negative dispersion in bone as anomalous. We note that the
term “anomalous dispersion” has a different meaning in optics. In this work we propose an
alternative explanation for the observed negative dispersion in cancellous bone. Our hypothesis
is that the apparent negative dispersion can result from the interference between the fast wave
and the slow wave modes that characterize the composite structure of bone.

2. Methods and computer simulations

Computer simulations were carried out using two different models. An input waveform was
constructed with the power spectrum peaking at 550 kHz, with the —6-dB spectrum spanning
the frequency range of 250 to 850 kHz and the —20-dB spectrum spanning the frequency range
of 100 to 1100 kHz, typical of that used for measurements in bone. The temporal extent of the
input signal was approximately 3.8 us. For both simulations, the input signal was propagated
through the specimen or through a nonattenuating and nondispersive water path with velocity of
1500 m/s over the identical travel distance to generate sample and reference radio frequency
(rf) traces, respectively. Linear plane-wave propagation was assumed. The thickness of bone
specimen served as a variable parameter to adjust the overlap of the fast and slow waveforms.
The resulting mixed-mode rf traces that correspond to the interference field were analyzed with
a phase spectroscopy algorithm previously validated with experimental data (Marutyan ef al.,
2006; Trousil et al., 2001) to assess the apparent ultrasonic properties of the resulting rf trace.

For one set of simulations, the acoustic propagation was modeled using the modified
Biot-Johnson approach following the formalism by Fellah et al. (2004) in which the complex
Biot coefficients (or “mass” coefficients) were modified in accordance with the dynamic com-
plex tortuosity introduced by Johnson ez al. (1987). The propagated waveform was obtained by
evaluating a complex transmission coefficient 7(w,/) that depends on frequency w and speci-
men thickness /, as well as on bone structural parameters, which were taken to be identical to

TABLE I. Input data for simulations of Biot-Johnson and stratified models.

Parameter Value
Porosity 0.83
Viscous characteristics length 5 pum
Tortuosity 1.05
Bulk modulus of pore fluid 2.28 GPa
Bulk modulus of elastic solid 20 GPa
Bulk modulus of the bone skeletal frame 3.3 GPa
Shear modulus of the bone skeletal frame 2.6 GPa
Solid bone density 1960 kg/m?
Fluid density 1000 kg/m?
Fluid viscosity 1073 kg/(ms)

© 2006 Acoustical Society of America



Marutyan et al.: JASA Express Letters [DOI: 10.1121/1.2357187] Published Online 9 October 2006

those for the specimen evaluated in Fellah et al. (Table 1). The mathematical expression for the
transmission coefficient is defined in Egs. (24)—(28) of Fellah et al. and derived in the appendix
of that work.

In a second set of simulations, bone was modeled by independently propagating two
modes that correspond to fast and slow waves, both of which were characterized by attenuation
and dispersion that were causally linked. The values for nBUA were assigned to be 7 and
20 dB/MHz/cm for the slow and the fast wave, respectively, identical to the values reported in
literature (Waters and Hoffmeister, 2005). The corresponding dispersion curves were then cal-
culated from the nearly local Kramers-Kronig approximation. Because the Kramers-Kronig
relations are ambiguous to a constant offset, the values of the phase velocity were arbitrarily set
to 2100 and 1500 m/s at 300 kHz for the fast and the slow velocity, respectively. Other choices
for phase velocities were explored and were shown not to alter significantly the outcome of the
simulations, suggesting that the results obtained would be valid for a range of anatomical loca-
tions and degrees of porosity. Once the ultrasonic parameters for sound propagation in bone
were established, the frequency domain representation of the output waveform was obtained in
the following manner:

Output(w) = w - Input(w) - Hye(w,!) + (1 = w) - Input(®) - Hou(®,1), (1)
where w represents a weighting parameter that varies from 0 to 1, Input(w) is the frequency

spectrum of the input waveform. The transfer functions Hy,y(w, /) and Hy,(w,!) for the fast
and slow modes are given by
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FIG. 1. Simulations for the Biot-Johnson model. Bone parameters used in the simulations are listed in Table L. (a)
Radio frequency signal that contains distinctly separable fast and slow waves; (b) radio frequency signal of the
mixed mode; (c) theoretical values for phase velocity of the fast and slow wave; (d) phase velocity for the mixed
mode (Ar=0.7 us).

J. Acoust. Soc. Am. 120 (5), November 2006 © 2006 Acoustical Society of America EL57



Marutyan et al.: JASA Express Letters [DOI: 10.1121/1.2357187] Published Online 9 October 2006

Two Independent Mode Model

100% Slow Wave| 90% Slow Wave 70% Slow Wave 0% Slow Wave
0% Fast Wave 10% Fast Wave 30% Fast Wave 100% Fast Wave

RF Amplitude

Time Time Time Time
~
g 1700 1700 1700 F 2300
=
>
= 1600 1600 - 1600 [ 2200
[}
<}
2 —
L 1500 """ | 1500} 1500 2100
@
1)
S a0k 1 ota0k | 140 [o2000-
o 200 600 1000 200 600 1000 200 600 1000 200 600 1000
Frequency (kHz) Frequency (kHz) Frequency (kHz) Frequency (kHz)

Fig. 2. Results for the two independent mode simulations with the weighting parameter, w, of values of 0.0, 0.1, 0.3,
and 1.0 from the leftmost to rightmost column, respectively. For all cases Az is set to 0.6 us.

Hfast/slow(wal) = exp(_ afast/slow(w) ! l) ! exp(iwl/cfast/slow(w)) > (2)

where  apgq0w(®) denotes the (linear with frequency) attenuation coefficient and
Crasyslow( @) denotes the (logarithmically increasing) phase velocity for the fast and the slow
wave, respectively.

3. Results and discussion

Results from the simulations based on the Biot-Johnson model are shown in Fig. 1. For the
given sets of parameters, the phase velocity of the fast and the slow wave was characterized with
a theoretical dispersion that is positive and logarithmiclike as seen in panel (c). The midband
value of phase velocity for the fast wave lay in the range of 3000 to 4000 m/s, whereas the
phase velocities of the slow wave were about 1400 m/s. To characterize the temporal overlap of
the two modes, we introduced the parameter Az, representing the time difference in the arrival
times of the fast and slow waves. As the value of Az decreases, significantly overlapped com-
posite waveforms are produced. For a representative case with Az=0.7 us, a negative disper-
sion was predicted in accordance with the proposed hypothesis [panels (b) and (d) of Fig. 1].
However, the appearance of the composite rf waveform reveals very little, if any, interference
effects. Nevertheless, the interference overlap resulted in an apparent negative dispersion,
which is substantial (about =70 m/s from 200 kHz to 1 MHz) and could be approximated as
quasilinear. This value for the magnitude of dispersion is comparable to values measured ex-
perimentally (Droin et al., 1998).

Results of the second set of simulations are illustrated in Fig. 2, in which composite rf
waveforms obtained by superposition of the fast and slow waves are plotted along with the
estimated dispersion. The content of the mixed waveform was varied to produce fields ranging
from 100% slow wave to 100% fast wave (the leftmost and rightmost columns of Fig. 2, respec-
tively). The second and third columns represent signals that correspond to propagation of the
ultrasonic pulse with weighting factor w equal to 0.1 and 0.3 (10% and 30% contribution of fast
wave), respectively. The overall velocity level of the vertical axes for the dispersion plots is
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FIG. 3. Predictions from the stratified model of bone: (top panel) anisotropy in velocity of fast and slow waves;
(bottom panel) the time difference between arrival time of the fast and slow wave Az (normalized per propagation
distance in cm) plotted vs insonation angle relative to trabecular alignment. The region below the dashed line, which
is defined by the pulse length (3.8 us for current work), is where the interference of fast and slow wave modes
occurs.

varied, but the relative scale is preserved so that the phase velocity axis spans a range of
300 m/s in each plot. As expected, for the cases with the existence of only one of the modes
(100% slow or 100% fast waves) the ultrasonic parameters (i.e., a logarithmically increasing
dispersion and linear attenuation) that served as input for simulations were recovered. For the
mixed-mode cases, however, the simulations resulted in an apparent negative dispersion (sec-
ond and third columns in Fig. 2). Once again a superficial examination of the rf traces reveals no
visual indications of the effects due to the mode mixing. For this simulation the temporal over-
lap was characterized using values of A7=0.6 us. Further investigation revealed that disper-
sion for the most part remained negative as At was varied from 0.4 to 1.0 us. These values are
similar to those used in simulations based on the Biot-Johnson model. In addition, simulations
were performed by incrementally increasing the overall level of the velocity of the fast wave
Vrast at 300 kiz from 1900 to 2500 m/s. These simulations (not shown here) similarly revealed
mostly negative dispersion for the cases in which Az<<1 us.

In the laboratory setting, the interference of fast and slow waves has been observed in
anumber of studies. In an early study of bone anisotropy Hosokawa and Otani (1998) observed
that “fast and slow waveforms widely overlap in time at incident angles #,=20° and 30°” and
higher. More recently, Lee et al. (2003) stated that “since the fast and slow waves were com-
pletely overlapped, only one longitudinal wave was observed for propagation in the ML direc-
tions.” Padilla and Laugier (2000) independently proposed mode mixing to explain the disap-
pearance of “slow wave at high angle of the trabecular alignment.” They invoked a stratified
model to estimate the arrival time for both modes, and showed that fast and slow waves are
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strongly overlapped. In that theoretical work, a study with varying oblique incidence angle 6,
was assumed, and arrival times for slow and fast waves were evaluated as the function of the
refraction angle 6,.. For the identical incident angle 6, slow and fast waves propagate at different
refraction angles. Therefore, in our studies, we have chosen to evaluate the difference in arrival
time At as a function of insonation angle, as illustrated in Fig. 3. The top panel of this figure
depicts velocity of the fast and slow waves, and the bottom panel shows the difference in arrival
time Az for a 1-cm ultrasonic path plotted from parallel (0°) to perpendicular (90°) insonation
relative to trabecular alignment. Of course, the curve of A¢ would scale with the distance,
whereas the pulse length would not. The order of Az at which interference occurs is in the same
range at which negative dispersion was shown to occur in our simulations, especially in the
range of angles from 50° to 70°. The large values of A¢ near perpendicular insonation result
from stratified model predictions of nearly zero velocity for the slow wave at that angle. The
calculations are based on the bone parameters given in Table 1.

Only phase distortions due to interference effects in the ultrasonic field are considered
in the current study. In practice, there are additional complexities, such as phase cancellation
effects at the face of a phase-sensitive (piezoelectric) receiver or receiving array, diffraction
effects, and potential frequency-dependent reflection and transmission coefficients at the bone
boundaries. These effects are usually specific to the experimental setup.

4. Conclusion

Results presented suggest that an interference effect between fast and slow wave modes can be
a source for the measurement of an apparent negative dispersion in bone. These simulations
using two independent approaches indicate that an apparent negative dispersion can arise even
though the individual dispersions for the both fast and slow waves are positive. The degree of
interference between fast and slow waves was consistent between both types of simulations and
appeared to be comparable to that seen in representative experimental studies.
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Report of the 27th F. V. Hunt Postdoctoral Fellow (2005-2006)

Catherine Berchok, Marine Physical Laboratory/Scripps Institution of
Oceanography, University of California, San Diego, California 92106

I was fortunate to spend my year as the 2005-2006 F.V. Hunt Post-
doctoral Fellow under the guidance of two mentors: Dr. Gerald D’Spain and
Dr. John Hildebrand. Because their current research focuses on acoustic
localization and bioacoustics, I was able to work on my research topic,
studying the Lombard effect in fin whales, from a well-balanced perspective.
I thank them, the Hunt family, and the Acoustical Society of America for
this amazing learning experience.

The Lombard effect is a subconscious reflex in which an individual
adjusts its vocal amplitude in response to perceived changes in the signal-
to-noise ratio. Anyone who has ever tried to carry on a conversation in a
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crowded room has experienced this effect, but it has also been shown to
exist in a variety of other animals including birds, primates, frogs, cats, and
odontocete whales. Despite this diversity, there are several common trends
found across all species: the Lombard effect shows high inter-individual
variability, it is highly context dependent, the strongest response is seen for
noise sources that fall within the frequency range of the vocalizations, and
the increase in signal level for a given change in noise level is relatively
small.

It was this last trend that guided much of my efforts over the past year.
Because the Lombard effect is fairly small, accurate source localizations are
vital to obtaining source levels with small enough error bounds that the
actual Lombard effect is not obscured. To this end I developed a method to
visualize and quantify the impact of measurement uncertainties on source
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localization errors. I then used this method to examine the effects of array
design as well as measurement of different properties of the received acous-
tic field (including time-of-arrival differences, amplitude ratios, and vector
sensor bearings) on the reduction of these source location error bounds. I
will be presenting these results at the upcoming Acoustical Society meeting
this fall and will be submitting a paper for peer review in the near future.
Improvements were made in my analysis routines (signal detector, cross
correlator, and localizer) based on the findings of this study. For example, I
added the relative-relocation cross-correlation technique (an approach devel-
oped in the seismic signal processing community and suggested by Dr. Mark
McDonald and Dr. John Hildebrand) to improve time-of-arrival difference
measurement uncertainty.

It is clear that when using an array of widely separated acoustic sen-
sors to measure the Lombard effect, the optimal situation exists when the
calling animal is within the perimeter of the array, and the noise source is
either homogeneous (like wind-generated noise) or at a range significantly
greater than the dimensions of the array (in the case of a point source such
as a transiting ship). In this case the localization errors are minimized and
the noise field received by the animal can be determined fairly easily. For
this reason a widely spaced acoustic sensor array that can be redeployed
frequently as the animals move about is the ideal solution. As a first stage in
the design of this array, I collaborated with Richard Sears (Mingan Island
Cetacean Study, Québec, Canada) to design and build a single autonomous
recording buoy which is currently being used to record whales in the field. I
am also working under the guidance of Bertel Mghl and his colleagues at
Aarhus University in Denmark to incorporate their GPS-based time synchro-
nization module into the buoy, which will greatly improve the localization
accuracy of the array.

The high inter-individual variation was another aspect of the Lombard
effect that caught our interest over the past year. Working with Dr. Ann
Bowles at the Hubbs-SeaWorld Research Institute and with Dr. Pat Moore,
Dr. Jim Finneran, and Dr. Dorian Houser at the SPAWAR Systems Center in
San Diego, we developed an experimental protocol for measuring the extent
of and possible reasons for this variability between individuals in a con-
trolled environment. Presently, it is in review by the Hubbs-SeaWorld Re-
search Institute’s Institutional Animal Care and Use Committee.

I would once again like to extend my deepest thanks to the Hunt
family for providing me with this opportunity. The questions raised during
the research funded by this fellowship have led me into many new interest-
ing areas of research that I had not been familiar with before this year, and
I am fortunate to have met so many knowledgeable and helpful researchers
in these areas. We hope to continue this work in the future and have sub-
mitted a detailed, multi-faceted proposal to the Office of Naval Research to
further pursue various aspects of the Lombard effect in marine animals.
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Berchok, C. L., D’Spain, G. L., and Hildebrand, J. A. (2006) “Reduc-
ing source localization errors: a visualization method to help guide the de-
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Berchok, C. L., D’Spain, G. L., and Hildebrand, J. A., “Comments on
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sors” (submission pending).

USA Meetings Calendar

Listed below is a summary of meetings related to acoustics to be held
in the U.S. in the near future. The month/year notation refers to the issue in
which a complete meeting announcement appeared.

2006

152nd Meeting of the Acoustical Society of America
joint with the Acoustical Society of Japan, Honolulu,
Hawaii [Acoustical Society of America, Suite INO1, 2
Huntington Quadrangle, Melville, NY 11747-4502; Tel.:
516-576-2360; Fax: 516-576-2377;

E-mail: asa@aip.org; www: http://asa.aip.org]. Deadline
for receipt of abstracts: 30 June 2006.

28 Nov. 2 Dec.

2388 J. Acoust. Soc. Am., Vol. 120, No. 5, November 2006

2007

153rd Meeting of the Acoustical Society of America,
Salt Lake City, Utah [Acoustical Society of America,
Suite INO1, 2 Huntington Quadrangle, Melville, NY
11747-4502; Tel.: 516-576-2360; Fax: 516-576-2377;
E-mail: asa@aip.org; www: http://asa.aip.org].

4-8 June

22-24 Oct. NoiseCon 2007, Reno, NV [Website is:

www.inceusa.org/nc07]

27 Nov.—
2 Dec.

154th Meeting of the Acoustical Society of America,
New Orleans, Louisiana (note Tuesday through Satur-
day) [Acoustical Society of America, Suite INOI, 2
Huntington Quadrangle, Melville, NY 11747-4502; Tel.:
516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; www: http://asa.aip.org].

2008

9th International Congress on Noise as a Public Health
Problem (Quintennial meeting of ICBEN, the Interna-
tional Commission on Biological Effects of Noise).
Foxwoods Resort, Mashantucket, CT [Jerry V. Tobias,
ICBEN 9, Post Office Box 1609, Groton,

CT 06340-1609, Tel. 860-572-0680; Web:
www.icben.org. E-mail icben2008 @att.net].

28 July—1 Aug.

Cumulative Indexes to the Journal of the
Acoustical Society of America

Ordering information: Orders must be paid by check or money order in
U.S. funds drawn on a U.S. bank or by Mastercard, Visa, or American
Express credit cards. Send orders to Circulation and Fulfillment Division,
American Institute of Physics, Suite INOI, 2 Huntington Quadrangle,
Melville, NY 11747-4502; Tel.: 516-576-2270. Non-U.S. orders add $11 per
index.

Some indexes are out of print as noted below.

Volumes 1-10, 1929-1938: JASA, and Contemporary Literature, 1937—
1939. Classified by subject and indexed by author. Pp. 131. Price: ASA
members $5; Nonmembers $10.

Volumes 11-20, 1939-1948: JASA, Contemporary Literature and Patents.
Classified by subject and indexed by author and inventor. Pp. 395. Out of
Print.

Volumes 21-30, 1949-1958: JASA, Contemporary Literature and Patents.
Classified by subject and indexed by author and inventor. Pp. 952. Price:
ASA members $20; Nonmembers $75.

Volumes 31-35, 1959-1963: JASA, Contemporary Literature and Patents.
Classified by subject and indexed by author and inventor. Pp. 1140. Price:
ASA members $20; Nonmembers $90.

Volumes 36-44, 1964—-1968: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 485. Out of Print.

Volumes 3644, 1964-1968: Contemporary Literature. Classified by sub-
ject and indexed by author. Pp. 1060. Out of Print.

Volumes 45-54, 1969-1973: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 540. Price: $20 (paperbound); ASA
members $25 (clothbound); Nonmembers $60 (clothbound).

Volumes 55-64, 1974-1978: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 816. Price: $20 (paperbound); ASA
members $25 (clothbound); Nonmembers $60 (clothbound).

Volumes 65-74, 1979-1983: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 624. Price: ASA members $25 (paper-
bound); Nonmembers $75 (clothbound).

Volumes 75-84, 1984-1988: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 625. Price: ASA members $30 (paper-
bound); Nonmembers $80 (clothbound).

Volumes 85-94, 1989-1993: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 736. Price: ASA members $30 (paper-
bound); Nonmembers $80 (clothbound).

Volumes 95-104, 1994-1998: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 632, Price: ASA members $40 (paper-
bound); Nonmembers $90 (clothbound).

Volumes 105-114, 1999-2003: JASA and Patents. Classified by subject
and indexed by author and inventor. Pp. 616, Price: ASA members $50;
Nonmembers $90 (paperbound).



ACOUSTICAL STANDARDS NEWS

Susan B. Blaeser, Standards Manager

ASA Standards Secretariat, Acoustical Society of America, 35 Pinelawn Rd., Suite 114E, Melville, NY
11747 [Tel.: (631) 390-0215; Fax: (631) 390-0217; e-mail: asastds @aip.org]

George S. K. Wong

Acoustical Standards, Institute for National Measurement Standards, National Research Council,
Ottawa, Ontario K1A 0R6, Canada [Tel.: (613) 993-6159; Fax: (613) 990-8765; e-mail:

george.wong@nrc.ca]

American National Standards (ANSI Standards) developed by Accredited Standards Committees S1, S2,
83, and S12 in the areas of acoustics, mechanical vibration and shock, bioacoustics, and noise, respec-
tively, are published by the Acoustical Society of America (ASA). In addition to these standards, ASA
publishes Catalogs of Acoustical Standards, both National and International. To receive copies of the

latest Standards Catalogs, please, contact Susan B. Blaeser.

Comments are welcomed on all material in Acoustical Standards News.

This Acoustical Standards News section in JASA, as well as the National and International Catalogs of
Acoustical Standards, and other information on the Standards Program of the Acoustical Society of
America, are available via the ASA home page: http://asa.aip.org

Standards Available for Use in the Classroom

In many technical areas it is essential that students become familiar with
standards while they are still in school. Until recently, however, the high
cost of standards was a barrier to using them in the classroom. Under a
special ASA program, teachers who are ASA members can obtain a site
license to reproduce standards needed in the classroom at a low cost.

Nearly 120 American National Standards developed by Accredited Stan-
dards Committee S1 Acoustics, S2 Mechanical Vibration and Shock, S3
Bioacoustics, and S12 Noise, are available under this program.

For more information contact the ASA Standards Secretariat at 631 390-
0215. The complete list of American National Standards developed by
these committees can be seen at the ASA Standards Store at http://
asastore.aip.org/ or request a catalog from the Secretariat.

New Working Groups in S12

Accredited Standards Committee S12, Noise, recently approved the forma-
tion of two new working groups. S12/WG 45 “Measurement of Occupa-
tional Noise Exposure from Telephone Equipment” is chaired by A. K.
Woo. The scope of S12/WG45 is: “Development of standard method(s) for
measuring occupational noise exposure from telephone handsets, headsets,
and headphones. This work may result in either the revision of ANSI
S12.19-1996 or the development of a new standard.”

S12/WG 46 “Acoustical Performance Criteria for Relocatable Classrooms”
is co-chaired by T. Hardiman and P. D. Schomer. The scope of S12/WG 46
is: “To develop a standard that focuses on the challenges and unique
circumstances surrounding the use and relocation of relocatable class-
rooms with a focus on labeling and methods to quantify acoustical
performance.”

WG membership is open to all interested experts and there is no fee to
participate in a working group. If you are interested in more information
about these or other standards working groups, please contact the
Secretariat.

Standards Meetings Calendar National

The 152nd ASA Meeting, Honolulu, Hawaii, at the Sheraton Waikiki Hotel,
28 November—2 December 2006, the ASA Committee on Standards (ASA-
COS) and ASACOS STEERING Committees will meet as below:

*Tuesday, 28 November 2006

ASACOS Steering Committee
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*Wednesday, 29 November 2006

ASA Committee on Standards (ASACOS). Meeting of the Committee that
directs the Standards Program of the Acoustical Society.

International Standards Committee Meetings
«16-20 April 2007

Meeting of ISO/TC 108/SC 5, Condition monitoring and diagnostics of
machines, Prague, Czech Republic

SC 5 and all of its working groups will be joined by the following additional
working groups:

TC 108/WG 31 Balancing

TC 108/SC 2/WG 1 Vibration of machines

TC 108/SC 2/WG 7 Vibration of machines with active magnetic bearings

TC 108/SC 2/WG 10 Basic techniques for vibration diagnostics

*23-27 April 2007

Meetings of ISO/TC 108, TC/108 SC 2, TC 108/SC 3 and TC 108/SC 6,
joined by their working groups (except those listed above), will meet in
Berlin, Germany.

Recent International Standards Meetings

September and October 2006 were busy months for meetings of the Inter-
national Standards Committees for which ASA administers the U.S. Tech-
nical Advisory Groups, as well as other international committees that are
of interest to ASA’s standards committees. The meetings began in Septem-
ber in Barcelona Spain, where IEC/TC29 Electroacoustics and its work-
ing groups met.

During the following week Madrid hosted the meetings of ISO/TC 43
Acoustics; TC 43/SC 1 Noise; and TC 43/SC 2 Building Acoustics, and

their working groups.

During the same week, the Consultative Committee on Acoustics, Ultra-
sound and Vibration (CCAUV) met in Sévres, France.

Members of ISO/TC 108/SC 4, Human exposure to mechanical vibration
and shock and its European counterpart, CEN/TC 231, and their working

groups met in Bratislava, Slovakia in October.

Results from these meetings were not available by press time. Items of
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particular interest will appear in future issues. For information about these
Committees or any other aspects of the ASA Standards Program, please
contact the Secretariat.

Standards News from the United States

(Partially derived from ANSI Reporter and ANSI Standards Action, with
appreciation)

American National Standards Call for
Comment on Proposals Listed

This section solicits comments on proposed new American National Stan-
dards and on proposals to revise, reaffirm, or withdraw approval of exist-
ing standards. The dates listed in parenthesis are for information only.

ASA (ASC S1) (Acoustical Society of
America)

Revisions

BSR S1.40-200x, Specification and Verification Procedures for Sound Cali-
brators [revision of ANSI S$1.40-1984 (R2001)]

The standard specifies performance requirements for the sound pressure
level, frequency, and total distortion generated by a sound calibrator. It
also provides requirements for the influence of environmental conditions,
for electromagnetic compatibility, and for instrument marking and docu-
mentation. It gives details of the tests necessary to verify that a model of
sound calibrator conforms to all the requirements, as well as details of the
method for periodic testing of a sound calibrator. (28 August 2006)

ASTM (ASTM International)

BSR/ASTM Z2340Z (F2544)-200x, Test Method for Determining a
Weighted Sound Power Level of Central Vacuum Power Units (new stan-
dard) (3 September 2006)

CEA (Consumer Electronics Association)
New Standards

BSR/CEA 2031-200%x, Testing and Measurement Methods for Mobile Loud-
speaker Systems (new standard)

Defines test procedures for rating the performance and physical size of
mobile loudspeakers, and requirements for reporting these characteristics.
CEA 2031, when used in conjunction with CEA 2006-A, Testing & Mea-
surement Methods for Mobile Audio Amplifiers, enables consumers to
select mobile loudspeakers with power handling capabilities that are ap-
propriate for the power output characteristics of their mobile amplifiers.
(11 September 2006)

SCTE (Society of Cable Telecommunications

Engineers)
New Standards

BSR/SCTE 24-21-200x, BV16 Speech Codec Specification for Voice Over
IP Applications in Cable Telephony (new standard)

This document contains the description of the BV16 speech codec. BV16
compresses 8-kHz sampled narrowband speech to a bit rate of 16 kb/s by
employing a speech coding algorithm called two-stage noise feedback
coding (TSNFC).
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ATIS (Alliance for Telecommunications
Industry Solutions)

BSR T1.421-2001 (R200x), In-Line Filter for Use with Voiceband Terminal
Equipment Operating on the Same Wire Pair with High Frequency (up to
12 MHz) Devices (reaffirmation of ANSI T1.421-2001)

This standard addresses the steady-state operation of both plain old tele-
phone service (POTS) and digital subscriber line (DSL) services. Various
tests and requirements are described to minimize mutual interactions in
terms of continuous noise or signal degradation. Transient events such as
impulsive noise and large current spikes introduced by POTS signaling or
DSL state changes have not been considered and are left for further study.

Project Initiation Notification System
(PINS)

ANSI Procedures require notification of ANSI by ANSI-accredited
standards developers of the initiation and scope of activities expected to
result in new or revised American National Standards. This information is a
key element in planning and coordinating American National Standards. The
following is a list of proposed new American National Standards or revi-
sions to existing American National Standards that have been received from
ANSI-accredited standards developers that utilize the periodic maintenance
option in connection with their standards. Directly and materially affected
interests wishing to receive more information should contact the standards
developer directly.

EIA (Electronic Industries Alliance)

BSR/EIA 364-45A-2000 (R200x), Firewall Flame Test Procedure for Elec-
trical Connectors (reaffirmation of ANSI/EIA 364-45A-2000)

Establishes test methods to determine the ability of a mated electrical fire-
wall connector to resist specified flame and vibration during a 20-
minute exposure. (26 September 2006)

ARI (Air-Conditioning and Refrigeration

Institute)
New Standards

BSR/ARI 370-200x, Sound Rating of Large Outdoor Refrigerating and Air-
Conditioning Equipment (new standard)

This standard applies to the outdoor portions of factory-made commercial
and industrial large outdoor refrigerating and air-conditioning equipment,
including heat pumps, used for refrigerating or air-conditioning of spaces.
(24 October 2006)

Final Actions on American National Standards

The standards actions listed below have been approved by the ANSI Board
of Standards Review (BSR) or by an ANSI-Audited Designator, as
applicable.

ASA (ASC S2)
Withdrawals

ANSI S2.47-1990, Vibration of Buildings—Guidelines for the Measurement
of Vibrations and Evaluation of Their Effects on Buildings [withdrawal of
ANSI S2.47-1990 (R2001)] (19 May 2006)

IEEE (Institute of Electrical and Electronics
Engineers)

BSR/IEEE C37.082-1982 (R200x), Standard Methods for the Measurement
of Sound Pressure Levels of AC Power Circuit Breakers [reaffirmation of
ANSI/IEEE C37.082-1982 (R2000)]
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Establishes uniform guidelines for measurement and reporting of sound pro-
duced by AC power circuit breakers. Intended for use in measurement of
the sound produced by outdoor circuit breakers in a free-field environ-
ment. Methods may be used indoors or in a restricted field, provided that
precautions are observed in measurement and interpretation of results.
Three types of tests are described: design tests, conformance tests, and
field tests.

New National Adoptions

AMCA (Air Movement and Control Association)
New Standards

ANSI/JAMCA 301-2006, Methods for Calculating Fan Sound Ratings from
Laboratory Test Data (new standard): 8/3/2006

UL (Underwriters Laboratories, Inc.)

Revisions

BSR/UL 299 CAN/ULC-S504-200x, Standard for Safety for Dry Chemical
Fire Extinguishers (revision of ANSI/UL 299/ULC-S504-2002) This pro-
posal bulletin includes revisions to: correct a reference; operation test
requirements; vibration test requirements; and temperature and humidity
test requirements for the nameplate exposure and adhesion tests. (25 Sep-
tember 2006)

Information Concerning:
U.S. National Committee of the IEC

USNC TAG to IEC/TC 113—Nanotechnology Standardization
for Electrical and Electronic Products and Systems

Call for Participants

The Technical Management Committee (TMC) of the U.S. National Com-
mittee for IEC has assigned the National Electrical Manufacturers’ Asso-
ciation (NEMA) as the TAG Administrator for the newly established
IEC/TC 113—Nanotechnology standardization for electrical and elec-
tronic products and systems. The interim scope of the TC is as follows:

Scope:

Standardization in the field of nanotechnology relevant to electricity and
related technologies within the area of the IEC. These are especially elec-
tronics, magnetics and electromagnetics, electroacoustics, multimedia,
telecommunication, and energy production. Specific topics are terminol-
ogy and symbols, measurement and performance, reliability, design and
development, electromagnetic compatibility, safety and environment.
NOTE: Liaison will be ensured with other technical committees inside the
IEC; relevant national, regional and international standardization bodies
and organizations; as well as with other interested organizations and net-
works world-wide. Special attention will be given to the Liaison with the
ISO TC 229 “Nanotechnology” to ensure coordination and to prevent
duplication of work. Ken Gettman of NEMA is now in the process of
organizing this TAG and anyone interested in participating is invited to
contact him as follows: Kenneth E. Gettman, NEMA, 1300 North 17th
Street, Suite 1752, Rosslyn, VA 22209; PHONE: (703) 841-3254; FAX:
(703) 841-3354; e-mail: ken_gettman@nema.org.

Newly Published ISO and IEC Standards

Listed here are new and revised standards recently approved and
promulgated by ISO—the International Organization for Standardization.

ISO Standards
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ACOUSTICS (TC 43)

ISO 140-16:2006, Acoustics—Measurement of sound insulation in build-
ings and of building elements—Part 16: Laboratory measurement of the
sound reduction index improvement by additional lining

ISO 717-1/Amd1:2006, Acoustics—Rating of sound insulation in buildings
and of building elements—Part 1: Airborne sound insulation in buildings
and of interior building elements—Amendment 1: Rounding rules related
to single number ratings and single number quantities

ISO 717-2/Amd1:2006, Acoustics—Rating of sound insulation in buildings
and of building elements—Part 2: Impact sound insulation—Amendment
1

ISO 17201-2:2006, Acoustics—Noise from shooting ranges—Part 2: Esti-
mation of muzzle blast and projectile sound by calculation

ISO 16832:2006, Acoustics—Loudness scaling by means of categories

MECHANICAL VIBRATION AND SHOCK
(TC 108)

ISO 16063-15:2006, Methods for the calibration of vibration and shock
transducers—Part 15: Primary angular vibration calibration by laser
interferometry

TRACTORS AND MACHINERY FOR
AGRICULTURE AND FORESTRY (TC 23)

ISO 22867/Cor1:2006, Forestry machinery—Vibration test code for por-
table hand-held machines with internal combustion engine—Vibration at
the handles—Corrigendum

SIEVES, SIEVING AND OTHER SIZING
METHODS (TC 24)

ISO 20998-1:2006, Measurement and characterization of particles by acous-
tic methods—Part 1: Concepts and procedures in ultrasonic attenuation
spectroscopy

IEC Standards

SEMICONDUCTOR DEVICES (TC 47)

IEC 60749-35 Ed. 1.0 b:2006, Semiconductor devices—Mechanical and
climatic test methods—Part 35: Acoustic microscopy for plastic encapsu-
lated electronic components

ISO Draft Standard

ACOUSTICS (TC 43)

ISO/DIS 13473-5, Characterization of pavement texture by use of surface
profiles—Part 5: Determination of megatexture (2 November 2006)

IEC Draft Standard

77/319/FDIS, IEC 61000-4-1 Ed.3: Electromagnetic compatibility
(EMC)—Part 4-1: Testing and measurement techniques—Overview of
IEC 61000-4 series (1 September 2006)

29/604/FDIS, IEC 60118-4 Ed.2: Electroacoustics—Hearing aids—Part 4:
Induction loop systems for hearing aid purposes—Magnetic field strength

(1 September 2006)

87/357/FDIS, IEC 60565 Ed.2: Underwater acoustics-Hydrophones—
Calibration in the frequency range 0,01 Hz to 1 MHz (6 October 2006)
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29/607/FDIS, IEC 61672-3 Ed.1: Electroacoustics—Sound level meters— U.S. TAG

Part 3: Periodic tests (8 September 2006)
S1

S12
International documents submitted to the U.S.

for vote and/or comment

Some of the documents processed recently by the ASA Standards Sec-
retariat. Dates in parentheses are deadlines for submission of comments and
recommendation for vote, and they are for information only.
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ISO and IEC documents

IEC/FDIS 60118-4 Ed. 2 (29/604/FDIS)
“Electroacoustics—Hearing aids

—Part 4: Induction loop system for hearing aid
purposes—Magnetic field strength” (14 August 2006)

Second ISO/CD 9612 “Acoustics—Measurements and
calculation of occupational noise exposure—Engineering
method” (Revision of ISO 9612:1997) (10 August 2006)
ISO NWIP 13742-2 and ISO/CD 13742-2 “Acoustics—
Measurement of sound absorption properties of road sur-
faces in situ—Part 2: Spot method for low absorption
surfaces” (18 August 2006)

ISO/CD 1683 “Acoustics—Preferred reference quantities
for acoustical levels”
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BOOK REVIEWS

P. L. Marston

Physics Department, Washington State University, Pullman, Washington 99164

These reviews of books and other forms of information express the opinions of the individual reviewers
and are not necessarily endorsed by the Editorial Board of this Journal.

Editorial Policy: If there is a negative review, the author of the book will be given a chance to respond to
the review in this section of the Journal and the reviewer will be allowed to respond to the author’s
comments. [See “Book Reviews Editor’s note,” J. Acoust. Soc. Am. 81, 1651 (May 1987).]

Handbook of Underwater Acoustic Engineering

Heinz G. Urban

STN ATLAS Elektronik GmbH, Bremen, 2002.
296 pp. (see review for cost details).
ISBN: 3-936799-04-0.

The purpose of the book, quoting the author “is to present the prin-
ciples of underwater engineering in as simple and concise a form as pos-
sible.” The book was first published in German in 2000 and, as a result of
the wide use both in Germany and outside, was rewritten in English, based
on an updated German version. It was published by the Naval Systems
Division of STN ATLAS Elektronic GmbH. To obtain a copy of the book,
the request is sent to the following address: ATLAS Elektronik GmbH,
Naval Systems Division, Attn: Prof. Manfred Siegel, Sebaldsbrucker Heer-
str. 235, D-28305 Bremen, Germany. The policy of the publisher is not to
sell it, but to request a donation (70 Euros or approximately $100.00 US) to
a charity organization (German Maritime Rescue Service).

To put the book in context, it is between Urick’s Principles of Under-
water Sound (3rd Edition), which has an extensive reference base and pre-
sents physical data as collected at sea and in laboratory measurements, or-
ganized around the terms of the sonar equation and Jensen, Kuperman,
Porter, and Schmidt’s Computational Ocean Acoustics, which is an analytic
treatise, necessarily focused on a subset of sonar equation subjects, and
provides detail that allows a reader to write computer codes to calculate,
e.g., acoustic pressure amplitude as a function of depth and range, leading to
transmission loss, a sonar equation parameter.

The text has 11 chapters and six appendices. This reviewer found that
it naturally divided into three parts: an introduction to basic units and fun-
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damental acoustic concepts, application of those concepts in the ocean en-
vironment or to acoustic devices used in the ocean and discussion of sonar
equation terms, use, and assumptions necessary that allow the sonar equa-
tion to be used as a design tool. Following the discussion of basic acoustic
concepts, reflection and scattering from ocean boundaries are addressed and
next propagation. Transduction, transducers, and array directivity are dis-
cussed, and then underwater noise. A chapter is devoted to signal processing
and introduces signal-to-noise ratios, detection concepts and the book con-
cludes with a chapter that discusses the sonar equation terms, their use in
system design, and some specific problems (examples of sonar equation
calculations).

It is written in a very “reader friendly” style, near to conversational,
and clearly benefits from the author’s extensive background in a very com-
plex subject. The value of the text lies in its clear, easy-to-grasp statements
of equations, limitations, approximations, most commonly used techniques,
etc., that provide a reader with an understanding and capability to work in
the world of underwater acoustics. The techniques, formulas, and concepts
that have stood “the test of time” are the focus of this text. With the two
books noted above, it is a member of a “triad” that should be on the book-
shelf of those working in this field.

The bibliography following each chapter could be more complete, but
is sufficient to provide the reader with a good start toward the exploring the
literature base behind each topic.

DAVID BRADLEY

Applied Research Laboratory
Pennsylvania State University

State College, Pennsylvania 16804-0030
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REVIEWS OF ACOUSTICAL PATENTS

Lloyd Rice
11222 Flatiron Drive, Lafayette, Colorado 80026

The purpose of these acoustical patent reviews is to provide enough information for a Journal reader to
decide whether to seek more information from the patent itself. Any opinions expressed here are those of
reviewers as individuals and are not legal opinions. Printed copies of United States Patents may be
ordered at $3.00 each from the Commissioner of Patents and Trademarks, Washington, DC 20231.

Patents are available via the Internet at http://www.uspto.gov.

Reviewers for this issue:

GEORGE L. AUGSPURGER, Perception, Incorporated, Box 39536, Los Angeles, California 90039
ANGELO CAMPANELLA, 3201 Ridgewood Drive, Hilliard, Ohio 43026-2453
ALIREZA DIBAZAR, Department of BioMed Engineering, University of Southern California, Los Angeles,

California 90089

JOHN M. EARGLE, JME Consulting Corporation, 7034 Macapa Drive, Los Angeles, California 90068
SEAN A. FULOP, California State University, Fresno, 5245 N. Backer Avenue M/S PB92, Fresno,

California 93740-8001

JEROME A. HELFFRICH, Southwest Research Institute, San Antonio, Texas 78228

MARK KAHRS, Department of Electrical Engineering, University of Pittsburgh, Pittsburgh, Pennsylvania 15261
DAVID PREVES, Starkey Laboratories, 6600 Washington Ave. S., Eden Prarie, Minnesota 55344

DANIEL R. RAICHEL, 2727 Moore Lane, Fort Collins, Colorado 80526

NEIL A. SHAW, Menlo Scientific Acoustics, Inc., Post Office Box 1610, Topanga, California 90290

WILLIAM THOMPSON, JR., Pennsylvania State University, University Park, Pennsylvania 16802

ERIC E. UNGAR, Acentech, Incorporated, 33 Moulton Street, Cambridge, Massachusetts 02138

ROBERT C. WAAG, University of Rochester, Department of Electrical and Computer Engineering,

Rochester, New York 14627

6,968,740

43.20.Hq SYSTEMS AND METHODS FOR
DETERMINING AN ACOUSTIC AND/OR THERMAL
CHARACTERISTIC OF A TARGET MATERIAL

Brandon Dillan Tinianov, Johns Manville
International Incorporated

29 November 2005 (Class 73/645); filed 26 January 2004

assignor to

A number of material-property detectors transmit sound waves through
the substance to be tested and measure the resulting spectrum in various
ways. The method described in this very short patent would simply measure
the resulting signal amplitude, but would also measure the density of the
material under test. The intended application is testing insulation material
for building construction.—DLR

7,035,166

43.30.Pc 3-D FORWARD LOOKING SONAR WITH
FIXED FRAME OF REFERENCE FOR
NAVIGATION

Matthew Jason Zimmerman and James Henry Miller, assignors to
FarSounder, Incorporated
25 April 2006 (Class 367/88); filed 17 October 2003

A forward-looking (or side-looking, or bottom-looking) sonar system
incorporates a transmit transducer for projecting a signal into the water
ahead of the vessel and a phased array of receivers to provide return signals
to a computer, which then determines azimuthal and elevation angles and
times of arrival of the return signals. The system is equipped with roll and
tilt sensors, GPS receiver, and compass. The acoustic information plus the
roll and tilt information is processed to create a 3-D image of the space
ahead of the vessel relative to a fixed frame of reference, i.e., the earth.
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Advanced signal processing techniques allow the computer to extract targets
from the raw data and other features of the system enable the suppression of
multipath targets.—WT

7,049,730

43.35.Ei ACOUSTIC DRIVER ASSEMBLY FOR A
SPHERICAL CAVITATION CHAMBER

Ross Alan Tessien ef al., assignors to Impulse Devices,
Incorporated
23 May 2006 (Class 310/323.12); filed 11 March 2005

Sonoluminescence is an interesting phenomenon that has been studied
since the 1930s. Most experimental setups use high-intensity sound waves to
stimulate a liquid in a cavitation chamber. This patent (the third in a series of
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continuations) describes a balanced, piezoelectric inertia transducer bonded
to the surface of a spherical chamber. The arrangement is said to provide
more efficient coupling of energy than prior art—GLA
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7,053,529
43.35.Pt TORSIONAL ACOUSTIC WAVE SENSOR

Terence J. Knowles, assignor to TexZec, Incorporated
30 May 2006 (Class 310/333); filed 1 July 2003

This patent discloses the use of torsional waves in a thin substrate to
create a touch-activated switch suitable for hazardous environments and
other high-value specialty application. It is said that positioning transducer
12 at an appropriate radius and orientation will result in a circulating shear

wave traveling around the center of the raised feature 15. This wave will be
strongly damped if the raised area is touched by a finger. This device seems
rather complicated and trouble-prone for the task of simply switching some-
thing. The patent gives no performance details or detection criteria by which
a contact closure might be judged.—JAH

7,052,459

43.35.Yb METHOD AND APPARATUS FOR
CONTROLLING ULTRASOUND SYSTEMS

Michael Joseph Washburn ef al., assignors to General Electric
Company

30 May 2006 (Class 600/437); filed 10 September 2003

In one embodiment, a user interface for controlling an ultrasound sys-
tem is provided. The user interface includes multiple selectable elements for
controlling the ultrasound system and multiple identifiers. Each identifier
corresponds to one of the selectable elements and associates control
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commands with that element. In a second embodiment, the method includes
associating a set of identifiers with multiple operations for controlling the
ultrasound system, receiving control commands, and performing operations
on the basis of receiving control commands corresponding to one or more
sets of identifiers.—DRR

7,024,935

43.35.Zc ELECTROMAGNETIC ACOUSTIC
TRANSDUCERS

David Paige and Robert Andrew Mercel, assignors to Pii Limited
11 April 2006 (Class 73/643); filed in the United Kingdom 5 Feb-
ruary 2002

Assembly 4 is mounted in a “pig” that is sent through an operating gas
pipeline 2. Magnet 30 magnetizes the steel pipeline wall 6. Ultrasound is
generated in the steel pipeline wall by eddy-current excitation via an ac
magnetic field 8 produced by an ac current passed through coil 36. This
device is termed as an electromagnetic acoustic transducer (EMAT). Coil 36

LL'\— T J MOTION OF ALL COMPONENTS

2

is then switched to a receiver to detect the subsequent ultrasound so gener-
ated. The strength of the ultrasound so detected is modulated by nonunifor-
mities in the steel wall. This transducer is asserted to operate over a wider

range of operating environments than heretofore. Other magnet and coil
arrangements are shown.—AJC

7,040,557

43.35.Zc SYSTEM AND METHOD FOR
PULVERIZING AND EXTRACTING MOISTURE

William Graham ef al., assignors to Power Technologies
Investment Limited

9 May 2006 (Class 241/1); filed 1 April 2004

Sensor 108, which might be an acoustic sensor in material crusher-
dryer 800, monitors the flow rate of material from blender 102 into inlet
tube 12. An acoustical emission sensor 702 monitors 50-950-kHz ultra-
sound generated by material flowing through inlet tube 12, venturi 18, air-

flow generator 32, and housing 35. The resonant frequency sound
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received by 702 indicates the volumetric flow rate. Controller 703 commu-
nicates with processor 110 to control that flow rate through flow valves 111
or a diverter (not shown). Sensor 702 also receives sounds that may indicate
improper balance or dislodged blades on fan 32.—AJC

7,044,163

43.35.Zc DRAG REDUCTION IN PIPE FLOW USING
MICROBUBBLES AND ACOUSTIC ENERGY

Joline Fan and Zhe Cui, assignors to The Ohio State University
16 May 2006 (Class 137/828); filed 10 February 2005

Gas microbubbles and ultrasound are injected into flowing fluid to
reduce the drag of liquid flow in pipes. The author claims a microbubble gas
injector 10 comprising a length of pipe 12 with 50- to 400-um-diam gas
injector orifices 14 and a flow restrictor 18, causing negative pressure to
draw the gas into the liquid stream inside the pipe. Drag reductions of up to
30% are cited. Also claimed is the application of acoustic energy into the
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fluid via transducer 22 to cause the microbubbles to move away from the
pipe wall. With microbubbles of average diameter of 300 um, but without
acoustic energy, a 125 ml/s flow rate occurred, accompanied by some pres-
sure head fluctuations due to chaotic flow. When up to 600 W (sic) of
acoustic energy at 16—20 kHz was applied, the flow rate increased to 130
ml/s, and the pressure fluctuations decreased, indicating organized liquid
flow.—AJC

7,053,319

43.35.Zc ELECTRONIC WEIGHING APPARATUS
UTILIZING SURFACE ACOUSTIC WAVES
USING SENSORS OPERATING AT DIFFERENT
FREQUENCIES, HAVING TEMPERATURE
COMPENSATION, AND A PUSH OSCILLATOR

Vyacheslav D. Kats and Arnold S. Gordon, assignors to Circuits
and Systems, Incorporated
30 May 2006 (Class 177/210 FP); filed 1 February 2002

Weighing apparatus 10 has adjacent surface acoustic wave (SAW) de-
vices 20 and 22 installed on supports 17 and 19 in a cutout 15 within the
aluminum weighing beam 14, whose end will deflect as much as 200 um
downward when a load is placed in pan 16. SAW devices 20 and 22 are
separated by a 20 um gap g, which allows acoustical coupling between said
devices. The surface wave induced in 22 from 20 is amplified and fed back
to 20, causing system self-oscillation of a frequency determined by the
phase shift of the wave coupled from 20 to 22. As weight is added, the phase
shift is increased, and the frequency reduced accordingly. Several modal
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frequencies are possible. The modal frequency found to have a minimal or
zero temperature coefficient is assured by driving the system briefly with a
“push” oscillator, then measuring the subsequent free oscillating frequency
as the weight-indicating value. The claims include the coupling means, the
push oscillator application, a second oscillator SAW pair with a weight-
dependent self-oscillation frequency, and other arrangements more repeat-
able under large beam displacements.—AJC

7,053,522
43.35.Zc SURFACE ACOUSTIC WAVE SENSOR

Mauricio Pereira da Cunha, assignor to University of Maine
System Board of Trustees
30 May 2006 (Class 310/313 A); filed 26 February 2003

A surface acoustic wave (SAW) delay line 10 is claimed with sensi-
tivity to the properties of liquid 23, apart from those of pure water. Inter-
digital transducer (IDT) 16, 18 on piezoelectric substrate 14 of the lantha-
num gallium oxide family (LGX) is cut at selected Euler angles. For a
minimum temperature coefficient, Euler angles of ¢ being 0°, 6 being about

14°, and ¢ being about 90° are claimed, along with there being a minimum
sensitivity to water, while retaining sensitivity to chemical or biological
agents. Changes in a SAW “parameter” (loss? phase?) are said to occur in
the presence of any of those agents.—AJC

7,053,524

43.35.Zc SURFACE ACOUSTIC WAVE SENSOR OR
IDENTIFICATION DEVICE WITH BIOSENSING
CAPABILITY

Peter J. Edmonson et al., assignors to P.J. Edmonson Limited
30 May 2006 (Class 310/313 D); filed 31 May 2005

A radio-frequency identification biosensor 200, all on a piezoelectric
substrate, sends surface waves 240 on that substrate toward reflectors 232,
234, and 236, the last of which, 236, is coated with a biolayer 235 under a
fluid chamber 262—265. When a biomaterial is present in (flows through)
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that chamber, biolayer 235 is changed, and the acoustic velocity of the
surface wave in reflector 236 is also changed, altering the delay, or phase, or
amplitude of the wave reflected by 236. Detection algorithms for the phase
shift of the reflected wave and a ‘“reference modulation code” are
claimed.—AJC

7,042,138

43.38.Ar PIEZOELECTRIC ACOUSTIC
TRANSDUCER

Yuko Yokoi et al., assignors to Murata Manufacturing Company,
Limited

9 May 2006 (Class 310/324); filed in Japan 10 April 2003

This patent describes a shrink-curved piezoelectric laminate consisting
of plastic film adhered to a thin piezo sheet. It is argued here that by using
upper and lower films of plastics having different hardening temperatures, a
curvature may be developed in the parts as they cool and that the curved
parts will have a higher radiation efficiency for sound production.—JAH

7,043,035
43.38.Ar MINIATURE MICROPHONE
Zacharias M. Rittersma et al., assignors to SonionMicrotronic

Nederland B.V.
9 May 2006 (Class 381/173); filed 7 December 2000

The patent discusses improvements in miniature microphones for
10

hearing aid applications. A cylindrical form allows the most effective use of
available space.—JME
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7,045,768

43.38.Ar DISPLACEMENT/QUANTITY OF LIGHT
CONVERTER

Toru Shinzou and Yoshio Sakamoto, assignors to Kabushiki
Kaisha Kenwood
16 May 2006 (Class 250/229); filed in Japan 20 February 2001

The patent describes a geometric arrangement whereby light 2 imping-
ing on a curved surface can be reflected selectively to a receiver 3, allowing

the conversion of *“‘small mechanical displacement into a significant varia-
tion of light quantity.” The idea has much in common with an optical mi-
crophone developed by Sennheiser Electronics some years ago.—JME

7,048,699

43.38.Ar NON-CYLINDRICAL ACOUSTIC WAVE
DEVICE

Moshe Ein-Gal, Ramat Hasharon, Israel
23 May 2006 (Class 601/2); filed 12 September 2001

Shapes of lithotripter 10, transducer 12, and reflector 16 are claimed.
The preferred shape for transducer 12 is noncylindrical, but conical or
curved conical sections. The preferred reflector shape is also not cylindrical,
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but curved conic sections. The transducer types claimed are impinging mass,
explosive, electrical discharge, piezoelectric, or pneumatic.—AJC
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7,049,732
43.38.Ar ELECTROACTIVE POLYMERS

Qibing Pei et al., assignors to SRI International
23 May 2006 (Class 310/800); filed 16 July 2004

This patent describes many different configurations of an “electroac-
tive polymer” transducer having a built-in prestress. The configurations
shown are sometimes novel, sometimes pedestrian. The discussion is very
superficial; it glosses over the relative merits of the different configurations,
merely cataloging individual applications. It seems that most of these were
conceived previously elsewhere.—JAH

7,050,597
43.38.Ar DIRECTIONAL CAPACITOR MICROPHONE

Hiroshi AKkino, assignor to Kabushiki Kaisha Audio-Technica
23 May 2006 (Class 381/356); filed in Japan 19 September 2003

The patent relates to manufacturing methods in miniature directional
capacitor microphones, specifically in the area of controlling the acoustical
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impedance of the back opening in the microphone to ensure the integrity of
pattern control.—JME

7,053,523

43.38.Bs LATERAL FIELD EXCITATION OF BULK
ACOUSTIC WAVES FROM AN IC-COMPLIANT
LOW VOLTAGE SOURCE

Arthur Ballato et al., assignors to The United States of America as
represented by the Secretary of the Army
30 May 2006 (Class 310/313 B); filed 2 February 2004

This patent discloses the use of dielectric coatings over interdigital
transducers (IDTs) to reduce the likelihood of electrical breakdown at the
edges of the IDT fingers. There are a few other tricks that are disclosed the
patent, such as mentioned here, but this all seems like well-trodden turf.—
JAH

7,053,531
43.38.Bs COMPOSITE PIEZOELECTRIC VIBRATOR

Makoto Chisaka and Osamu Kobayashi, assignors to Tayca
Corporation
30 May 2006 (Class 310/334); filed in Japan 26 April 2002

The patent discloses a relatively straightforward approach to making a
3-1 composite piezoceramic from a slab of piezoceramic and epoxy filled
with plastic micro-balloons. If all of this sounds familiar, it is. Only the
materials have been changed. —JAH
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7,024,014
43.38.Dv MULTIPLE VOICE-COIL CONE-DRIVER

Michael Noll, assignor to Harman International Industries,
Incorporated
4 April 2006 (Class 381/401); filed 4 June 2003

By using separate voice coils wound on a single voice-coil former, an
increase in the high-end response of an electrodynamic loudspeaker is
achieved. The patent states that a third voice coil connected in parallel to the
first and second voice coils, also connected in parallel, can increase the
high-end response by 500 to 1000 Hz. Adding a fourth voice coil can yield
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a similar increase in performance. The voice coils can be wound using
bifilar, trifilar, and quadfilar techniques. The impedance of the coils is varied
so that, as coils are added, the overall impedance remains the same. Some
manufacturers may wish to examine claim 5, of 20, which deals with the
simultaneous winding of at least two voice coils.—NAS

7,042,312

43.38.Hz LADDER-TYPE BULK ACOUSTIC WAVE
FILTER WITH COMMON GROUND INDUCTOR

Sang Chul Sul and Jea Shik Shin, assignors to Samsung Electro-
Mechanics Company, Limited

9 May 2006 (Class 333/187); filed in the Republic of Korea 7 Oc-
tober 2003

This patent describes a ladder-type filter constructed of multiple reso-
nators in series and in parallel having a common-ground inductor. The filters
are mostly band pass in the 1.8—2.0-GHz range. There is nothing novel in
this class of filters.—JAH

7,046,812

43.38.Hz ACOUSTIC BEAM FORMING WITH
ROBUST SIGNAL ESTIMATION

Gregory P. Kochanski and Man M. Sondhi, assignors to Lucent
Technologies Incorporated
16 May 2006 (Class 381/92); filed 23 May 2000

This relatively concise patent deals with adaptive beam forming. As
stated in the abstract: “‘Audio signals from any array of microphones are
individually filtered, delayed, and scaled in order to form an acoustic beam
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that focuses the array on a particular region. Nonlinear robust signal esti-
mation processing is applied to the resulting set of audio signals to generate
an output signal for the array. ... The nonlinear robust signal estimation
processing effectively discriminates against noise originating at an unknown
location outside of the focal region of the acoustic beam.”—JME

7,046,816

43.38.Ja COINCIDENT SOURCE STEREO
SPEAKER

Richard J. Vandersteen, Hanford, California
16 May 2006 (Class 381/182); filed 31 January 2002

The explanatory text of this patent includes numerous misleading
statements and false assertions. Since the inventor is a respected loudspeaker
designer, these may have originated as part of the effort to obtain a patent.
Fortunately, the invention is easy to describe. Most home theater systems do
not use a perforated projection screen, thus requiring the center speaker to
be located above or below the screen. To achieve the desired wide, thin

69

44a—

proportions, speaker manufacturers often resort to a horizontal array, con-
sisting of a high-frequency transducer flanked by a pair of small woofers.
Such an array can be designed to exhibit the same on-axis response as the
left and right speakers, but off-axis response suffers. By placing woofers 66a
and 66b as shown, their effective spacing can be reduced by half or more, at
the expense of new waveguide resonances. Skeptics may argue that this
arrangement simply trades one irksome problem for another—GLA

7,050,601
43.38.Ja VOICE COIL OF SPEAKER

Takashi Suzuki et al., assignors to Matsushita Electric Industrial
Company, Limited
23 May 2006 (Class 381/409); filed in Japan 19 July 2002

A loudspeaker voice coil 70 is usually wound of solid copper or alu-
minum wire that is connected to separate flexible leads 12 joined to fixed
terminals 90. The flexible leads may consist of several strands of fine wire
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surrounding a core thread made of cotton or other fiber. This patent suggests
that a simpler assembly can be realized if the voice coil itself is wound of

such flexible stranded wire. “Thus, reliability is ensured and a superb sound
quality is achieved.”—GLA
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7,016,509

43.38.Lc SYSTEM AND METHOD FOR VARYING
LOW AUDIO FREQUENCIES INVERSELY
WITH AUDIO SIGNAL LEVEL

Sunil Bharitkar and Timothy Shuttleworth, assignors to Harman
International Industries, Incorporated
21 March 2006 (Class 381/98); filed 8 September 2000

A means is disclosed of adjusting a loudness-compensation filter based
on the signal level and the inverse of the Fletcher-Munson curves. The
technique can be implemented in both the analog and digital domains. The
patent is well written and easy to follow, although better proofreading would
have caught the problems with the labeling of the curves in Fig. 2 that
renders it almost useless, as well as some nomenclature discrepancies in the
text.—NAS

7,038,534

43.38.Lc CLASS D AUDIO AMPLIFIER AND
METHOD FOR COMPENSATION OF POWER
SUPPLY VOLTAGE INFLUENCE ON OUTPUT AUDIO
SIGNAL IN CLASS D AUDIO AMPLIFIER

Tomasz Hanzlik, assignor to Advanced Digital Broadcast Polska
Sp. z o.0.
2 May 2006 (Class 330/10); filed in Poland 21 January 2002

At the present time, there is considerable interest in developing high-
quality class D audio amplifiers because very high conversion efficiency is
possible. However, the interface between the amplifier output and the loud-
speaker is finicky, and it is difficult to utilize conventional negative feedback
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for distortion reduction. Yet without some form of negative feedback, any
ripple in the power supply modulates the signal. Alternative schemes have
been patented that attempt to correct the PWM signal in reaction to power
supply voltage fluctuations. This short patent discloses such a scheme. Gen-
erator 4 produces sawtooth or triangular waves. The power-supply voltage,
including ripple 8, is fed to separate filters, lowpass 9 and highpass 10,
deriving a rapidly fluctating signal and a slowly fluctuating signal. These are
combined with the generator output through multiplier 5 and adder 6 to
create a predistorted carrier signal 27. The patent is well written and the
invention is clearly disclosed in both the specifications and the claims
sections.—GLA

7,046,814

43.38.L.c IMPEDANCE ADAPTER PREAMPLIFIER
DEVICE FOR ELECTRONIC TUBE AUDIO
FREQUENCIES ABLE TO BE INSERTED ON LINE
ON THE PATH OF THE LOW FREQUENCY
SIGNAL

Nicolas Girard, Paris, France
16 May 2006 (Class 381/120); filed in France 15 September 1999

A simple vacuum-tube line amplifier might consist of a cathode fol-
lower driven by a triode gain stage, providing very high input impedance
and low output impedance. Variations of this well-known configuration have
been in use for more than 50 years, including portable devices utilizing
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small “A” and “B” batteries. If a switching-type power supply were used,
the “B” battery could be eliminated, and that appears to be the sole novel
feature of this invention.—GLA

7,038,575

43.38.Md SOUND GENERATING APPARATUS FOR
USE WITH GLOVES AND SIMILAR ARTICLES

Jan A. Frohman and James L. Jorgensen, assignors to The Board
of Regents of the University of Nebraska
2 May 2006 (Class 340/384.7); filed 31 May 2001

Simply, the inventors propose adding the ubiquitous sound chip to a
pair of gloves for use at a (cold) sporting event. Mechanical actuators (i.e.,
switches) will turn on the “sound generation apparatus” (speaker 24). What

2401 J. Acoust. Soc. Am., Vol. 120, No. 5, November 2006

seems to have been forgotten is the audio power required in a crowd and the
size of the accompanying battery.—MK

7,038,606

43.38.Md DIGITAL SIGNAL PROCESSING DEVICE
AND AUDIO SIGNAL REPRODUCTION
DEVICE

Tsunehiko Hongoh and Hirotoshi Yamamoto, assignors to Sharp
Kabushiki Kaisha
2 May 2006 (Class 341/143); filed in Japan 29 October 2002

Like the DASD scheme, the inventors propose using an oversampled
one-bit stream with a seventh-order delta-sigma modulator 5. The output

=)

7
SWITCHING
AMPLIFIER

2 3 4

OPTICAL 7TH-ORDER |
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DEVICE CIRCUIT CIRGUIT MODULATION

CIRCUIT S4

of the modulator is amplified by a PWM (class D) amp of unspecified
design. After (passive) lowpass filtering, the output is suitable for
loudspeakers.—MK

7,043,027

43.38.Md SYSTEM FOR DETECTING FAILURES IN
A LOUDSPEAKER ASSEMBLY

Bradley C. Wood, assignor to Harman International Industries,
Incorporated
9 May 2006 (Class 381/58); filed 1 October 2001

It is usual for surround sound decoders and computer sound cards to
provide a diagnostic check in which a test signal is sent sequentially to all
channels—Ileft, center, right, left surround, etc. But suppose that the sound
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card itself is defective? This patent describes a similar but very specific
method for sending a test signal sequentially to all loudspeakers in a multi-
media system. Since the associated circuitry is to be included as part of the
speaker kit, any problems can be isolated from other components.—GLA

7,030,539

43.38.Rh SURFACE ACOUSTIC WAVE DEVICE AND
ELECTRONIC COMPONENT COMPRISING IT

Mitsuhiro Furukawa et al., assignors to Matsushita Electric
Industrial Company, Limited
18 April 2006 (Class 310/313 D); filed in Japan 3 October 2001

Metal film can be cut to SAW pattern 2, 3 by an ion beam that also
leaves a charge that bends said beam while cutting the deeper metal. Car-
bonized photoresist is deposited in the cut region that reduces the acoustic
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energy produced in use. To prevent this anomaly, a portion 5 of the reflector
electrode set 3 is cut off. —AJC
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7,034,433
43.38.Rh SURFACE ACOUSTIC WAVE DEVICE

Michio Kadota ef al.,, assignors to Murata Manufacturing
Company, Limited
25 April 2006 (Class 310/313 A); filed in Japan 12 October 2001

The author claims a surface acoustic wave device 11 that has high
electromechanical and reflection coefficients. The chosen material 12 is
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25°-50° Y-plate lithium tantalate with preferred Euler angles, having alu-
minum interdigital transducer (IDT) fingers 13 and 14, with optimized alu-
minum thickness and with silicon oxide film 15 covering at least one IDT.—
AlC

7,034,434
43.38.Rh SURFACE ACOUSTIC WAVE DEVICE

Koji Yamamoto ef al., assignors to Murata Manufacturing
Company, Limited
25 April 2006 (Class 310/313 R); filed in Japan 3 June 2002

SAW chip 2 and substrate 3 are held separate by gold bump 4 so that
vibration space 7 is assured. Resin seal material 5 is prevented from flowing
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into space 7 by barrier bump 9. The authors claim various groove and bump
geometries.—AJC

7,038,353

43.38.Rh SURFACE ACOUSTIC WAVE DEVICE AND
METHOD OF MANUFACTURING THE SAME

Yoshio Maeda et al., assignors to Seiko Epson Corporation
2 May 2006 (Class 310/313 D); filed in Japan 10 January 2001

For low-frequency (viz. 100 MHz) SAW operation, Rayleigh wave
reflection must occur in order that the device be efficient and also small.
Rayleigh waves created between IDT electrodes 14a and 14b flow to the

B=(nXPR)£(PR/2) - 6
550.68

. B=(B1,B2)
REFLECTORY 4. ~ I
1 I

1‘(1»6. 1@(140)

REFLECTING
enp race porrIontS(16)

|

(

12

right and are reflected by end face 15 placed at the favored distance B,

where & is an allowance determined from the number of IDT reflector
strips.—AJC

7,038,560

43.38.Rh SURFACE ACOUSTIC WAVE FILTER AND
SURFACE ACOUSTIC WAVE RESONATOR
HAVING BENT ELECTRODE FINGERS

Katsuro Yoneya, assignor to Seiko Epson Corporation
2 May 2006 (Class 333/195); filed in Japan 19 June 2003

A surface acoustic wave filter with bent fingers is claimed that sup-
presses spurious higher frequency modes, or moves their frequency outside
of the useful pass band of the filter. Fingers 121, 122, 131, 132, 141, and 142
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are shaped into three or more segments a, b, and ¢. Segment c is as short as
possible and arranged to produce a specific side shift L, shown here, for
instance, as 3 surface wave wavelength. “[RJesonance in the first-order
transverse mode...becomes primary response (sic) ....” Resonant energy in
the second-order mode cancels, and resonant energy in the third-order mode
becomes the main spurious response, but at a frequency sufficiently changed
as to be outside the normal pass band of the filter. The claims include
multiple segments (zig-zag) and different shifting distance L.—AJC

7,042,056

43.38.Rh CHIP-SIZE PACKAGE PIEZOELECTRIC
COMPONENT

Yoshihiro Koshido, assignor to Murata Manufacturing Company,
Limited
9 May 2006 (Class 257/414); filed in Japan 31 July 2002

Surface acoustic wave (SAW) resonator 204-205 is protected from
deterioration in use by providing a closed operating space between bonding
substrate 223 and piezoelectric substrate 1. External terminals 226 and 227
are provided by solder 226a and 227b through bonding substrate 223a to

250
226a 226 2276 221 3,
7% 7 | 7 X 771 |
\ T \ Y
\
28—/ AN A4 g— r n o N/ A—218
oo o
TR TE L
213 J 210 207 208 211 [ 213
216 217

wiring lines 210 and 211. A recess 223b assures a clear and corrosion-free
space over the SAW IDT fingers 207 and 208. The claims include fabrica-
tion sequences and solder alloys. The fifth of eight embodiments is
shown.—AJC

7,042,131
43.38.Rh SURFACE ACOUSTIC WAVE DEVICE

Yuichi Takamine, assignor to Murata Manufacturing Company,
Limited
9 May 2006 (Class 310/313 R); filed in Japan 6 June 2001
A 36° Y-cut, X-propagating lithium tantalate substrate 2 has tandem
pass-band SAW filter elements 3 and 4. Silicon dioxide film 7 is deposited
over at least one SAW terminal pair, with film thickness optimized for the

2403 J. Acoust. Soc. Am., Vol. 120, No. 5, November 2006
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(aluminum) finger thickness and to present a minimal temperature coeffi-
cient of the frequency of the band-pass edges.—AJC

7,042,133

43.38.Rh SURFACE ACOUSTIC WAVE DEVICE AND
METHOD OF ADJUSTING A TEMPERATURE
CHARACTERISTIC OF THE SAME

Shigeo Kanna, assignor to Seiko Epson Corporation
9 May 2006 (Class 310/313 A); filed in Japan 4 October 2002

Two surface acoustic wave devices M1 and M2 on quartz piezoelectric
substrate 3, cut at specific Euler angles, propagate Rayleigh surface waves in
two slightly different directions 1 and 2, whose wave velocities have

3 6
oy
:sz/'/

N

H T T M1
(/7 l “ l H l “ — Y1

C \
8 \ \
6 9
temperature coefficients that differ slightly. A calculation method is provided
to select the optimum propagation directions 1 and 2, especially select-
ing the turnover temperatures with respect to the operating temperature
range.—AJC
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7,046,102

43.38.Rh SURFACE ACOUSTIC WAVE FILTER,
BALANCED TYPE CIRCUIT, AND COMMUNICATION
APPARATUS

Hiroyuki Nakamura ef al., assignors to Matsushita Electric
Industrial Company, Limited
16 May 2006 (Class 333/133); filed in Japan 6 March 2002

The uniformity (flatness) of the passband of a rf surface acoustic wave
filter A-A" is said to be improved by adding a thin layer of lower dielectric-
constant film 201’ (e.g., silicon nitride having a dielectric constant of 10)

240 210’ 250 201’
~ ~

200’
over the piezoelectric substrate 200’ (e.g., lithium tantalate of dielectric
constant 40) before the fingers 240-210'-250 are applied. —AJC

7,039,179

43.38.Si ECHO REDUCTION FOR A HEADSET OR
HANDSET

John F. Gerhardt et al., assignors to Plantronics, Incorporated
2 May 2006 (Class 379/390.02); filed 27 September 2002

There must be more than 100 U.S. patents dealing with ways to reduce
echo in telephone communications, yet this patent cites only one reference
and that was supplied by the examiner. Although this reviewer is not an
expert in the field, the patent claims suggest that the core of the invention is

1
28 N 210
NEAR END

Communication: 216

FAR END
Communication:

210b
<\

\
Infernet

........ Network Packets

f 104 N

106
not a new echo cancelling circuit, but rather a practical method of achieving
useful echo cancellation when communicating over packet-switched net-
works. A variety of handsets and headsets can be accomodated, allowing the
user to enjoy improved echo reduction without replacing every piece of
communications equipment.—GLA

7,043,279

43.38.Si HANDSFREE STRUCTURE WITH
ANTIBACKGROUND NOISE FUNCTION

Ching-Chuan Lee, Taipei, Taiwan
9 May 2006 (Class 455/569.1); filed in China 3 December 2002

A variety of small, plug-in headsets are available to cellular phone
users, allowing hands-free operation. The headset patented here adds a

2404 J. Acoust. Soc. Am., Vol. 120, No. 5, November 2006
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separate vibration pickup (throat microphone) that can be used in a high-
noise environment.—GLA

[

7,043,286

43.38.Si EXTRINSIC SIGNAL TO SHUNT AN
ACOUSTIC DRIVER IN A CELLULAR TELEPHONE,
PAGER OR THE LIKE

David Leason, assignor to Leason Holding Company, LLC
9 May 2006 (Class 455/701); filed 13 June 2001

Wouldn’t it be nice if cellular phone ring signals could be automati-
cally disabled inside a concert hall or movie theater? This patent describes a
method of achieving this goal, assuming that all cellular telephones include
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SWITCH 370
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the required circuitry. Since cell phones are known to be used by terrorist
groups, perhaps a mandate could be enforced by the Department of Home-
land Security.—GLA

7,046,082

43.38.Si ELECTRONIC DEVICE HAVING SOUND
OUTPUT MODULE

Kunihiro Komiya and Tadayuki Sakamoto, assignors to Rohm
Company, Limited
16 May 2006 (Class 330/51); filed in Japan 27 December 2002

The title of this fairly long patent is misleading; it actually describes
transient suppression circuitry for use in audio amplifiers. When a quiescent
output circuit is energized by switching on its bias voltage, an audible pop
results. If a simple R-C filter is used to control charging time, it may not
provide sufficient power-supply rejection. The invention adds a fairly com-
plicated ‘“‘bias adjustment circuit” to provide optimum voltage rise
characteristics.—GLA
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7,047,052
43.38.Si CELLULAR PHONE TERMINAL

Hiroshi Akai et al., assignors to Hitachi, Limited
16 May 2006 (Class 455/575.1); filed in Japan 19 July 2002

Laptop DVD players include loudspeakers for stereo sound, so why
can’t we enjoy stereo music downloads on our cell phones? In fact, suitable
technology has already been patented. Well, if a cell phone has a video

107
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screen and stereo speakers, then the next logical step is video teleconferenc-
ing with stereophonic audio pickup and reproduction. That is the challenge
taken up by this patent. A cellular phone is described that houses a ““plurality
of speakers” and a “plurality of microphones.” It may also include a prox-
imity sensor to automatically switch between normal and stereo pickup.—
GLA

7,050,796

43.38.Si METHOD OF CONTROLLING THE
AUDITORY RESPONSE OF WIRELESS DEVICES

Thomas Ward Humphrey and Larry Dean Moore, assignors to
International Business Machines Corporation
23 May 2006 (Class 455/420); filed 25 January 2002

IBM seems to be interested in what might be called semi-intelligent
local networks. With such a network, if your daily schedule is entered into
your desktop computer, it automatically becomes available through your

2405 J. Acoust. Soc. Am., Vol. 120, No. 5, November 2006

palmtop computer, cell phone, etc. Moreover, the behavior of individual
devices can be modified by their location or, as this patent suggests, by the
ambient sound field. For example, if the environment is quiet and other
wireless devices are present, the network may decide that you are in con-
ference and disable your cell phone except for emergency messages.—GLA

7,013,012

43.38.Tj METHOD FOR PROCESSING SOUND
EFFECTS IN A NOTEBOOK COMPUTER

Li-Chun Lo, assignor to Quanta Computer Incorporated
14 March 2006 (Class 381/307); filed in Taiwan
20 September 2002

This patent describes a scenario wherein a determination is made as to
whether an audio signal is a stereo signal or a 4/5.1-channel signal. For
stereo signals, the internal speakers of the notebook computer are used. For
four-channel signals, the left and right signals are presented for use via the

INSP1 INSP2
tic - - ~SRSP1
210 220 @
Mic-in | | :&;fjh:?fnezlt || Line-out
jack hi jack
[} o chip
i S
SRSP2
SP1  SP2

mic-in jack and the surround channels via the line-out jack. For 5.1 signals,
the mic-in jack is used for the subwoofer (or woof as it is called in the
patent) and the center channel with the line-in jack signals as before. Sounds
like a lot of jack switching and outboard equipment may be needed in
addition to the “‘laptop” computer.—NAS
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7,016,186

43.38.Tj PORTABLE INFORMATION PROCESSING
APPARATUS

Dai Ueda ef al., assignors to Matsushita Electric Industrial
Company, Limited
21 March 2006 (Class 361/683); filed in Japan 28 March 2003

A means of mounting piezoelectric audio transducers 5 in the top
cover 9 of a notebook computer 1 is described. The goal is to save space and
protect the speakers from rain or dust. Protection of the keyboard and

display from these contaminants is not discussed, although the invention
may be destined for use in the assignee’s line of Panasonic “ruggedized”
notebook computers.—NAS

7,016,266

43.38.Tj SHARING DEVICE FOR MULTIPLE AUDIO
SOURCES

Ying-Cou Wang, Taipei, Taiwan
21 March 2006 (Class 369/2); filed 26 November 2002
Many new homes (and older ones so fitted) now have in-house audio

and video systems that take multiple sources and allow for their distribution
to multiple outputs (rooms). The patent describes a way of doing this that

many may recognize as being a good description of the prior art perhaps
installed in their own home or easily available as an option in homes now

offered for sale by some of this nation’s home-building conglomerates.—

NAS
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7,016,513

43.38.Tj VARIABLE DISPOSITION WIDE BAND
MULTI-WAY LOUDSPEAKERS

Guido Noselli, assignor to Outline S.n.c. di Noselli G. & C.
21 March 2006 (Class 381/386); filed in Italy 2 March 2000

The main point of the patent is that the internal volume of subwoofer
and woofer loudspeaker systems can be used to nest the smaller components
of a large system while transporting same, so as to use what would be
wasted space. For example, the mid-hi enclosure 11 can fit inside the sub-
woofer enclosure 10 when traveling. Various combinations and permutations

of the nesting (nestee?) box and nestor box, as well as means for actuating
the deployment of the inner box, are described and illustrated. Questions
about resealing the bigger box when the rear cover is replaced, as well as
how stiff the enclosure can be without interfering with the nesting capability,
are not discussed.—NAS

7,043,031
43.38.Vk ACOUSTIC CORRECTION APPARATUS

Arnold I. Klayman and Alan D. Kraemer, assignors to SRS Labs,
Incorporated
9 May 2006 (Class 381/98); filed 22 January 2004

The patent assignee has long been at the forefront of two-channel
matrix enhancement techniques for a variety of consumer applications,
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principally television sound transmission and playback in the home. The
patent covers ongoing improvements in image definition and stability.—
IME
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7,043,036
43.38.Vk AUDIO REPRODUCING APPARATUS

Yuji Yamada and Koyuru Okimoto, assignors to Sony
Corporation
9 May 2006 (Class 381/309); filed in Japan 18 March 2002

This patent describes a number of signal processing techniques for
converting one or more audio signals for playback over headphones. The
problems of “in-the-head” localization are addressed through multiple
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delays and proper equalization, presumably resulting in multiple images that
can be positioned around the listener. The figure shows how a single input
channel may be processed for this purpose.—JME

7,050,849

43.40.Ng VIBRATIONAL THERAPY DEVICE USED
FOR RESYNCHRONIZATION PACING IN A
TREATMENT FOR HEART FAILURE

Debra S. Echt et al., assignors to EBR Systems, Incorporated
23 May 2006 (Class 607/3); filed 15 June 2004

This system for pacing the heart includes a vibrational transducer that
directs energy to the heart, usually aimed at a ventricle, to pace the heart and
to promote synchronized contraction of the ventricles. Also, additional

vibratory and/or electrical stimulation may be provided. These vibrational
transducers are usually implanted near the vicinity of the heart—DRR
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7,038,357

43.40.Sk STRETCHED ROLLED ELECTROACTIVE
POLYMER TRANSDUCERS AND METHOD
OF PRODUCING SAME

Andrew A. Goldenberg ef al., assignors to Engineering Services
Incorporated
2 May 2006 (Class 310/328); filed 21 August 2003

This actuator transducer is a cylindrical tube (axis 114) comprising
stretched rolled electroactive polymers. The wall 102 is laminated 132—138.
Thin electrostriction film 132 and conducting film 134 are wrapped in the

114 136

circumferential direction on substrate 138. The tube interior can house elec-
tronics within and mechanical connections and terminals on its ends. Varia-
tions include patterned regions of electrostriction and strain feedback. Un-
fortunately, specific forces and possible actions are not detailed in the
text.—AJC

7,048,473

43.40.Tm VIBRATION-PROOF CONSTRUCTION
METHOD

Hirokazu Takemiya, assignor to Hirokazu Takemiya
23 May 2006 (Class 405/302.5); filed in Japan 5 November 2002

This patent describes means for attenuating vibration transmission
through the ground—for example, from railways to nearby buildings. The
idea in essence involves the introduction of alternate stiff and resilient layers
along a portion of the propagation path. A preferred embodiment makes use
of arrays of closely spaced or contiguous concrete piles surrounded by rub-
ber from pulverized scrap tires. Other embodiments employ concrete plates
with rubber along their surfaces.—EEU

7,025,342

43.40.Vn ACTUATOR DRIVE CONTROL DEVICE
FOR ACTIVE VIBRATION ISOLATION
SUPPORT SYSTEM, AND METHOD OF USING
SAME

Hirotomi Nemoto et al., assignors to Honda Motor Company,
Limited
11 April 2006 (Class 267/140.14); filed in Japan 13 June 2003
This is related to United States Patent 7,010,889 by Atsusi Abe. Here,
the angular acceleration of the crankshaft is also computed and applied as a
correction to the control signal to this actuator—AJC
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7,031,094

43.40.Vn APPARATUS AND METHOD FOR
DETECTING AND COMPENSATING FOR
RESONANCE FREQUENCY IN DATA STORAGE
SYSTEM

Da-woon Chung, assignor to Samsung Electronics Company,
Limited

18 April 2006 (Class 360/75); filed in the Republic of Korea 10
November 2003

The resonant frequency and response of a hard-disk, read-head-servo
drive system is determined in two steps: First, a gain increase of the
position-error-signal (PES) amplification is made in boosting filter 203 driv-
ing the voice-coil-motor (VCM) actuator 206 so that resonant oscillation
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occurs. Resonant frequency detector 207 detects that frequency. Second, the
VCM is fed a signal having the detected resonant frequency, and the PES is
analyzed for a possible second resonant frequency. Information on these
frequencies is analyzed by 210 and the results stored in 213 for subsequent
use in 211 and 212.—AJC

7,046,478

43.40.Vvn METHOD AND APPARATUS FOR
REDUCING VIBRATION IN A DYNAMIC SYSTEM

Tao Zhang et al., assignors to Seagate Technology LL.C
16 May 2006 (Class 360/77.08); filed 11 April 2003

In order to control the displacement of a dynamic system, such as a
disk drive, primary position-control signals are generated at a position-
measurement sampling frequency. Position-control performance is improved
by the use of additional position-control signals that occur between the
primary ones and whose characteristics are determined on the basis of the
primary signals.—EEU

7,047,109

43.40.Vn MACHINERY FOR IMPROVING
PERFORMANCE IRREGULARITIES ARISING FROM
VIBRATIONS

Katsuyuki Ogura and Hirotada Anzai, assignors to Mitutoyo
Corporation
16 May 2006 (Class 700/280); filed in Japan 13 May 2003

Apparatuses like coordinate measuring machines include moving plat-
forms that are subject to performance-degrading vibrations. In order to sup-
press the vibrations of such a platform that moves in a given direction, an
inertial actuator is attached to the platform, with the actuator’s motion con-
trolled in response to appropriately processed signals from a vibration sen-
sor. The actuator described in this patent consists of two similar counter-
rotating unbalanced flywheels that are driven by a motor that is controlled so
that the net inertia force resulting from any rotating imbalance acts at the
same frequency as the offending vibrations and counteracts these.—EEU

2408 J. Acoust. Soc. Am., Vol. 120, No. 5, November 2006

7,048,500

43.50.Gf SILENCER FOR VENTILATION SYSTEM
AND METHODS

Leon Robert Cuvelier ef al., assignors to Donaldson Company,
Incorporated
23 May 2006 (Class 415/119); filed 1 March 2004

This silencer for a ventilation system (which could be the intake of a
gas turbine) functions by directing flow through two body sections spaced
apart from each other to define a gas flow path in between. The first body
section consists of a base, a sidewall, and an upper wall. The upper wall has
a center region with a concave wall smoothly sloping downward, terminat-
ing at the sidewall. The base, sidewall, and upper wall together form a
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sectional interior volume that is preferably filled with a packing material.
The second body section has a base, inner and outer sidewalls, and an upper
wall. The base and walls together define an interior volume that is also filled
with packing material. The second body section also has a center aperture,
wherein the inner sidewall lines the center aperture. —DRR

7,042,218

43.50.Ki SYSTEM AND METHOD FOR REDUCING
AUDITORY PERCEPTION OF NOISE
ASSOCIATED WITH A MEDICAL IMAGING
PROCESS

Michael B. Sellers, assignor to General Electric Company
9 May 2006 (Class 324/309); filed 6 May 2004

A noise-cancellation method is described for reducing the perception
of noise generated as a byproduct of a medical imaging process. The imag-
ing scanner is configured to scan a subject within an imaging area that emits
system noise during the course of operation. An ultrasonic emitter system is
incorporated to emit an inaudible signal having properties to reduce percep-
tion of the system over at least a portion of the imaging area. It is apparent
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from the patent description that the noise cancellation applies to the upper
frequencies, with questionable results for the audio range.—DRR

7,035,414
43.50.Lj ACTIVE NOISE ATTENUATION SYSTEM
Paul D. Daly, assignor to Siemens VDO Automotive Incorporated

25 April 2006 (Class 381/71.4); filed 28 February 2001

Vehicle-engine air intake 18 with opening 16 is fitted with a cone-
shaped insert 20 faced with loudspeaker 46. Microphone 42 on arm 54
senses emitted sound, providing a signal to electronics center 38, which

reverses its phase and feeds it back to speaker 46 to attenuate the emission
of engine air-induction-system noise. Engine firing signals 52 are also fed to
38. The author also claims the preferred forward microphone position at 42
and the use of flexible connectors 48 and 56.—AJC

7,016,503

43.58.Vb ADAPTIVE EQUALIZER FOR VARIABLE
LENGTH SOUND TUBES UTILIZING AN
ACOUSTIC PRESSURE RESPONSE
MEASUREMENT

Richard Lance Willis, assignor to Motorola, Incorporated
21 March 2006 (Class 381/58); filed 30 December 2002

By using the acoustic response technique (as in the figure), the elec-
trical impedance response method, or the time of flight technique, the equal-
ization needed to compensate for the length of tubing used in an earpiece

can be determined and then automatically implemented. The measurement
can be used for hearing aids as well as for the plethora of blue-tooth and
wired earpieces now used with cell phones and other personal entertainment
devices.—NAS
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7,027,921
43.60.Qv SURFACE ACOUSTIC WAVE SENSOR

Kourosh Kalantar-Zadeh and Wojtek Wlodarski, assignors to
Microtechnology Centre Management Limited
11 April 2006 (Class 702/2); filed in Australia 21 May 2001

Substrate 1 supports a SAW source 3 and detector 4. A shear wave is
transmitted through a layer 5 coated with a sensing layer 6. The sound
velocity and attenuation of 5 and 6 combined will change when exposed to

12

oo
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4

a specified gas or liquid. Frequency counter 11 and computer 12 (algorithms
not specified) are used to correlate the received level with concentration.—
AlC

7,028,548

43.60.Qv VIBRATION TYPE ANGULAR VELOCITY
SENSOR

Hirofumi Higuchi
Corporation
18 April 2006 (Class 73/514.12); filed in Japan 31 March 2003

and Takeshi Ito, assignors to Denso

This device senses the vehicle turn rate (angular velocity) in the pres-
ence of random vibration and noise. Bodies 4a and 4b oscillate in the x
direction, but with opposite phase. The vehicle turning rotates enclosure 10
to produce a coriolis force in the y direction, which in turn causes comple-
mentary signals to be generated via capacitor plates 5a and Sb. Linear
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vibrations of enclosure 10 via random vehicle motions causes capacitor-
plate S5a and 5b signals that are the same in amplitude and phase, thereby
cancelling. The claims include laser trimming of gain setting resistors 31t
and 32t.—AJC

7,038,780

43.60.Rw METHOD FOR SENSING ACOUSTIC
ENERGY

Joseph Lawrence Chovan et al., assignors to Lockheed Martin
Corporation
2 May 2006 (Class 356/432); filed 20 June 2002

A source S1 emits sound energy 31 into dense medium 10, such as
water. Part of that sound energy 33 continues into less dense medium 20.
The radius of curvature of wave front 33 is increased so as to be essentially
parallel to the interface 25. A laser beam source and detector 100-100 trans-
mits a beam 110 through 20 parallel to the interface 25. Subsequent pressure
modulation by 33 of medium 20 produces a corresponding variation in
| L |
| 110

" 0

31./ K S1 ~10

phase of the transmitted laser beam 110, causing a phase-shift modulation of
the laser energy received by detector 100. Intermediate frequency (IF)
modulation of the laser beam source serves to distinguish laser light from
other light received by 100. Sound modulation of S1 is presented as a
corresponding phase-shift modulation found by laser beam receiver 100.
The claims include a 1014-Hz laser frequency and a 108-Hz IF beam
modulation.—AJC

33]

7,039,208

43.66.Ts BEHIND-THE-EAR HOUSING
FUNCTIONING AS A SWITCH

Josef Wagner and Daniel Oertli, assignors to Phonak AG
2 May 2006 (Class 381/322); filed 5 August 2002

To make manual switch activation easier for persons with limited dex-
terity, a pressure-sensitive, elastic, or bendable section in the center or end
of a behind-the-ear hearing aid case is connected to an internal switching

2410 J. Acoust. Soc. Am., Vol. 120, No. 5, November 2006

POSSIBLE SENSITIVITY
RANGE OF THE
SWITCHING ELEMENT

POSSIBLE SENSITIVITY
RANGE OF THE
SWITCHING ELEMENT
circuit element. Bending motion, compression, or deformation of the
pressure-sensitive section triggers the switching operation.—DAP

7,039,209
43.66.Ts COVER DEVICE FOR HEARING AIDS

Christian Schmitt, assignor to Siemens Audiologische Technik
GmbH
2 May 2006 (Class 381/322); filed in Germany 27 March 2002

The space required for a electronics/battery module is reduced (1) by
using an ()-shaped wire-spring-like element as an elastic hinge pin to pivot
the battery drawer and (2) by removing the electronics portion from the

housing through the same opening used by the battery compartment after the
battery compartment and wire spring are removed.—DAP

7,039,466

43.66.Ts SPATIAL DECIMATION STIMULATION IN
AN IMPLANTABLE NEURAL STIMULATOR,
SUCH AS A COCHLEAR IMPLANT

William Vanbrooks Harrison and Michael A. Faltys, assignors to
Advanced Bionics Corporation
2 May 2006 (Class 607/56); filed 28 April 2004

Spontaneous neural activity is restored by inducing stochastic reso-
nance via high-rate electrical stimulation. Power required from the battery is
kept low via reducing the stimulus rate tonotopically by determining
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whether synchronous neural firings occur in the low-frequency region, for
which high-rate pulses produce little benefit—DAP

7,043,037

43.66.Ts HEARING AID HAVING ACOUSTICAL
FEEDBACK PROTECTION

George Jay Lichtblau, Ridgefield, Connecticut
9 May 2006 (Class 381/317); filed 16 January 2004

Undesirable signals created internal to the hearing aid via acoustical or
mechanical feedback are distinguished from desirable ambient signals and
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attenuated by taking the difference between two microphones’ output sig-
nals. Both microphones are attached to the hearing aid housing, but only one
microphone is positioned to pick up the desired ambient signals.—DAP

7,043,038
43.66.Ts IN-THE-EAR HEARING DEVICE

Herbert Bachler et al., assignors to Phonak AG
9 May 2006 (Class 381/322); filed 24 July 2002

An elastic textile material covers the rigid outer surface of an ITE
hearing aid module and is adaptable to changes in the shape of the ear canal

2411 J. Acoust. Soc. Am., Vol. 120, No. 5, November 2006

of the wearer during talking or chewing. Fitting comfort relative to that of
an ITE hearing aid with a hard outer shell is said to be improved.—DAP

7,043,039

43.66.Ts HOUSING FOR A HEARING AID OR
HEARING DEVICE RESPECTIVELY

Bruno Gabathuler, assignor to Phonak AG
9 May 2006 (Class 381/322); filed in the European Patent Office 21
November 2003

To prevent damaging force from being transferred to wires and com-
ponents in an electronics module of a modular hearing device, the module
has a battery compartment to hold the battery with a cap pivotable over a

1 2 3 4

hinge pin. A bushing on each end of the hinge pin slips into receptacles in
the faceplate of the modular device.—DAP

7,043,040
43.66.Ts HEARING AID APPARATUS

Patrick Westerkull, assignor to P&B Research AB
9 May 2006 (Class 381/326); filed in Sweden 21 June 2001

For hearing impaired persons with unilateral hearing loss, a bone-
anchored hearing aid is implanted in the skull on the deaf side of the patient,
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forming a “CROS” hearing aid device. High-frequency vibrations, in par-
ticular, are conducted through the skull bone to the inner ear of the better
ear.—DAP

7,043,041

43.66.Ts INTEGRATED TELECOIL AMPLIFIER WITH
SIGNAL PROCESSING

Miroslav hacek over (S)vajda and Alwin Fransen, assignors to
SonionMicrotronic Nederland B.V.
9 May 2006 (Class 381/331); filed 3 October 2001

The frequency response of an integrated hearing-aid telecoil amplifier
may be shaped with internal filtering for various input sources. The fre-
quency shaping is independent of telecoil properties and may be used with
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two signal paths for both audio frequency and radio frequency inputs. Radio
frequency applications include programming and controlling the hearing
aid.—DAP

7,043,303

43.66.Ts ENHANCED METHODS FOR
DETERMINING ISO-LOUDNESS CONTOURS FOR
FITTING COCHLEAR IMPLANT SOUND
PROCESSORS

Edward H. Overstreet, assignor to Advanced Bionics Corporation
9 May 2006 (Class 607/57); filed 25 August 2003

Automatic self-programming for cochlear implant patients is made
possible by predicting iso-loudness contours from iso-neural response con-
tours. That is, minimum threshold level contours are predicted from mea-
sured moderately loud (M) level contours, which eliminates the need for
patient responses. M contours are determined by setting a volume adjust-
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ment of the signal in one channel until it is judged equal in loudness to that
of a signal in a second channel and repeating this procedure for all
channels.—DAP

7,050,966

43.66.Ts SOUND INTELLIGIBILITY ENHANCEMENT
USING A PSYCHOACOUSTIC MODEL AND AN
OVERSAMPLED FILTERBANK

Todd Schneider et al.,
Incorporated
23 May 2006 (Class 704/200.1); filed in Canada 7 August 2001

A desired signal is made audible over an undesired signal in high-noise
environments as follows: the level of the undesired signal is measured either
outside of the headset in the ambient environment, or under the headset, or
in the ear canal of the wearer. After noise estimation and signal detection,

assignors to AMI Semiconductor,

420

Muli-band
Compressor

e | 4
Processing 430 )
! i

y | - Spectral ;
412 Estimation | 435 I

the level of the estimated desired signal is adaptively adjusted relative to the
estimated level of the undesired signal. The dynamic range of the desired
signal is mapped over the frequency range into the available dynamic range
of the wearer to prevent excessively loud levels.—DAP

7,039,195
43.66.Vt EAR TERMINAL

Jarle Svean et al., assignors to Nacre AS
2 May 2006 (Class 381/71.6); filed 1 September 2000

A self-contained, idealized, in-the-ear noise protection/communi-
cation/dosimeter device contains both ear canal and environmental micro-
phones, a speaker, and a ventilation channel with a pressure-release valve
and a bypass path. Active noise cancellation is performed on the residual ear

Eor {

Ear?

canal signal. The output of the device is transmitted via wireless means to a
similar device in the opposite ear of the wearer. No mention is made about
how to fit and power all of this into an in-the-ear device.—DAP
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7,050,592

43.66.Yw HEARING TEST APPARATUS AND
METHOD HAVING AUTOMATIC STARTING
FUNCTIONALITY

Steven J. Iseberg ef al., assignors to Etymotic Research,
Incorporated
23 May 2006 (Class 381/60); filed 2 March 2000

This is a device to analyze the distortion product otoacoustic emissions
(DPOAES) generated by the ear in order to determine middle ear function.
In general a DPOAE test device generates and emits two audible tones (i.e.,
test signals) at different frequencies into a subject’s ear canal. A healthy ear
will produce, in response to the two audible tones, a response signal having
a frequency that is a combination of the frequencies of the two audible
tones. In this version of the DPOAE test device, the device analyzes the
responses to determine whether the testing probe has been properly placed
in the ear canal. The device may determine, e.g., whether the probe is stable,
whether it is properly sealed in the ear canal, whether the resulting volume
of the ear is acceptable, and/or whether the stimulus delivery is blocked in
any way. If the device indicates that the testing probe has been properly
placed in the ear canal, the device automatically starts a DPOAE test with-
out requiring any operator input—DRR

6,971,993

43.70.Dn METHOD FOR UTILIZING ORAL
MOVEMENT AND RELATED EVENTS

Samuel G. Fletcher, assignor to Logometrix Corporation
6 December 2005 (Class 600/587); filed 14 November 2001

Described as a device to help a speaker improve the articulation of
speech, this is a computer station with one or two attached palatography
sensor plates. When in use, the speaker’s areas of tongue contact with the
palate sensor are displayed, together with an optional second display of

12 N

" s

14

either a second speaker or a computer-generated reference palate-contact
model. The patent includes a brief discussion of the patterns of palatal
contact that might be expected during normal speech.—DLR

7,043,424

43.72.Ar PITCH MARK DETERMINATION USING A
FUNDAMENTAL FREQUENCY BASED
ADAPTABLE FILTER

Jau-Hung Chen and Yung-An Kao, assignors to Industrial
Technology Research Institute
9 May 2006 (Class 704/207); filed in Taiwan 14 December 2001

This patent proposes to pinpoint the fundamental period of voiced
speech by means of filtered waveform zero-crossing points. The signal must
first go through a tight adaptive bandpass filter that closely tracks the fun-
damental frequency, so that all harmonics are filtered out. Of course, this
necessitates actually tracking the fundamental frequency by some unmen-
tioned means, and the whole approach seems a tad circular—one senses
some labor is being needlessly repeated somewhere by a scheme that tracks
pitch in order to tightly filter so that the pitch can be tracked.—SAF
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7,050,969

43.72.Bs DISTRIBUTED SPEECH RECOGNITION
WITH CODEC PARAMETERS

Bhiksha Raj et al., assignors to Mitsubishi Electric Research
Laboratories, Incorporated
23 May 2006 (Class 704/219); filed 27 November 2001

An encoded bitstream is first decoded to produce linear predictive
coding (LPC) filter parameters and a residual signal, which are then com-
bined using linear discrimination analysis to form speech recognition
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N
311 321
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322
features. The LPC parameters represent the important short-term spectral
characteristics and the residual signal models the long-term information
such as pitch and perceptual quality. The method may be applied to various
coding methods including LPC, GSM, and CELP—DAP

7,043,030
43.72.Dv NOISE SUPPRESSION DEVICE
Satoru Furuta, assignor to Mitsubishi Denki Kabushiki Kaisha

9 May 2006 (Class 381/94.1); filed in Japan 9 June 1999

This extensive patent includes 15 embodiments and 48 claims, all
surrounding a noise filtration scheme that is supposedly able to clean noise
from a signal in a way that avoids numerous typical problems, including
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introduction of musical noise and excessive reduction of signal amplitude.
The central idea seems to be the use of two or three ““perceptual weights”
that adapt to signal/noise ratio in a complicated spectral subtraction algo-
rithm. How it works is presented in detail; why it works is still
mysterious.—SAF

6,970,819
43.72.Ja SPEECH SYNTHESIS DEVICE

Yukio Tabei, assignor to Oki Electric Industry Company, Limited
29 November 2005 (Class 704/256); filed in Japan 17 March
2000

The patent describes a strategy to be used for assigning durations to
vowels and consonant closures for use by a parametric speech synthesizer.
Consonants are divided into classes, applying duration parameters to con-
tinuant portions and/or closure portions as appropriate. The actual method
used to determine the durations is not described other than by reference in
the patent text to two Japanese patent applications. However, these publica-
tions are not listed as references on the front page.—DLR

6,970,820

43.72.Ja VOICE PERSONALIZATION OF SPEECH
SYNTHESIZER

Jean-Claude Junqua et al., assignors to Matsushita Electric
Industrial Company, Limited
29 November 2005 (Class 704/258); filed 26 February 2001

A system is described for generating controls for a parametric speech
synthesizer, with the intent that the synthesized output would closely ap-
proach the speech characteristics of a particular human speaker. This would
be done by constructing the control parameters from two separate influ-
ences, those due to the speech content and those due to speaker character-
istics. The novel element here is the construction of a speaker eigenspace
based on a fairly short sample of representative speech. The eigenspace
model can then be consulted to determine values for parameters not explic-
itly present in the speech sample. Construction of the eigenspace is covered
in some detail in the patent text, but without mathematics.—DLR

6,975,987

43.72.Ja DEVICE AND METHOD FOR
SYNTHESIZING SPEECH

Seiichi Tenpaku and Toshio Hirai, assignors to Arcadia,
Incorporated

13 December 2005 (Class 704/258); filed in Japan 6 October
1999

This patent presents a technique for improving the quality of speech
synthesized by concatenation of stored waveform segments. In such a sys-
tem, the stored segments will typically need to be modified in order for the
synthesized speech pitch to have the proper contours. The patent presents a
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method of modeling the speech waveform so that a cut may be made for the
purpose of pitch and/or duration modification while minimizing the effects
of distortion of the speech spectral qualities.—DLR

6,975,988

43.72.Ja ELECTRONIC MAIL METHOD AND
SYSTEM USING ASSOCIATED AUDIO AND VISUAL
TECHNIQUES

Adam Roth, New York, New York ef al.
13 December 2005 (Class 704/260); filed 10 November 2000

A technique is presented here for delivering an email message, in a
multimedia form that may involve text and/or voice, as well as a facial
image that appears to be voicing the words. The original message may have
been in the form of either text or speech. At the receiving end, the facial
image may be the actual speaker’s image, the image of another person, or
perhaps a cartoon image. A central aspect of the patented system is the
ability to include emotional content into the message, which would not be
conveyed by text alone. The patent describes different ways this goal may
be achieved under the various combinations of modalities on the sending
and receiving ends. What is still missing here is the yet unanswered but vital
question of eye contact—DLR

6,970,185

43.72.Ne METHOD AND APPARATUS FOR
ENHANCING DIGITAL IMAGES WITH TEXTUAL
EXPLANATIONS

Paul Steven Halverson, assignor to International Business
Machines Corporation
29 November 2005 (Class 348/207.1); filed 31 January 2001

The basic scheme patented here is that a digital camera would provide
a speech recognition service, allowing the photographer to speak a phrase to
be digitally attached to the photo. Since a reasonably thorough and accurate
recognition system would exceed the camera’s “on board” resources, the
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first step would involve a simpler version of audio analysis, producing a sort
of phonetic script. Later, when the photo is downloaded to a computer, a
more complete recognition system would finish the conversion of the pho-
netic script to a phrase in proper English text.—DLR
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6,975,983

43.72.Ne NATURAL LANGUAGE INPUT METHOD
AND APPARATUS

Nicholas David Fortescue and Robert Alexander Keiller, assignors
to Canon Kabushiki Kaisha

13 December 2005 (Class 704/9); filed in the United Kingdom 29
October 1999

This patent covers the use of a natural language grammar as the lan-
guage reference needed in a speech recognition system and, in particular, it
describes how the natural language grammar may be modified so as to
specify points in time where the speaker might pause, thus improving the
recognition accuracy. The application involves the entry of speech data into
a computer while the user also operates a mouse or keyboard. This might
often involve the overlapping of speech with computer events, i.e., clicks or
keystrokes, using these as a way of pointing to an item that is also men-
tioned verbally. The recognition grammar would use this dual-mode infor-
mation to correctly identify the referent item.—DLR

7,039,589
43.72.Ne INTERACTIVE MULTIMEDIA BOOK

Charles Lamont Whitham, Reston, Virginia
2 May 2006 (Class 704/270); filed 1 December 2003

A computer-based book, containing both audio/video and text, pro-
vides hands-on multimedia instruction in response to voiced commands. The
material is presented in a manner that is suitable for use in a variety of
environments such as do-it-yourself repair. A word used as a hyperlink to
other related topics changes its visual attributes when spoken and takes
effect with a minimum of user interaction required, just as if a cursor had
been placed on it.—DAP

7,043,425

43.72.Ne MODEL ADAPTIVE APPARATUS AND
MODEL ADAPTIVE METHOD, RECORDING
MEDIUM, AND PATTERN RECOGNITION
APPARATUS

Hongchang Pao, assignor to Sony Corporation
9 May 2006 (Class 704/211); filed in Japan 28 December 1999

This patent introduces an adaptive method for adaptation of nonspeech
models in speech recognition tools. The inventors believe that fresh non-
speech models can dynamically model noise characteristics, which may in-
crease performance of speech recognition systems. To adapt nonspeech
models with environmental noise, the invention has employed linear and
nonlinear weighted functions. The model’s parameters are altered based on
the spectrum of the nonspeech signal. —AAD

7,043,429

43.72.Ne SPEECH RECOGNITION WITH PLURAL
CONFIDENCE MEASURES

Sen-Chia Chang ef al., assignors to Industrial Technology
Research Institute

9 May 2006 (Class 704/236); filed in Taiwan, Province of China 24
August 2001

A speech recognition system for multiple languages avoids the need to
formulate a complete set of speech data banks and acoustic models for each
language. Two speech recognizers and three preset thresholds are used with
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two confidence measures to determine whether a first or second candidate
language word is best for the output language word.—DAP

7,043,430

43.72.Ne SYSTEM AND METHOD FOR SPEECH
RECOGNITION USING TONAL MODELING

Grace Chung et al., assignors to Infotalk Corporation Limited
9 May 2006 (Class 704/251); filed 22 November 2000

A two-stage speech recognition methodology is proposed for applica-
tion to tone languages such as Chinese. Stage one is, in essence, a standard
speech recognition setup as would be applied to nontonal languages, but in
which an effort is made to decode the speech syllabically. Stage two brings
in the tone recognition scheme that concentrates on deciding which tone
(pitch pattern) each syllable has been spoken with, and then the recognition
scores from the two stages are combined to yield the predicted utterance.—
SAF

7,047,192

43.72.Ne SIMULTANEOUS MULTI-USER REAL-TIME
SPEECH RECOGNITION SYSTEM

Darrell A. Poirier, Quinebaug, Connecticut
16 May 2006 (Class 704/235); filed 27 June 2001

A speech recognition system creates a textual representation of a dis-
cussion by multiple speakers—a conference-to-text system. The system may
include real-time language translation if multiple languages are used. —DAP

7,050,973

43.72.Ne SPEAKER RECOGNITION USING
DYNAMIC TIME WARP TEMPLATE SPOTTING

Hagai Aronowitz, assignor to Intel Corporation
23 May 2006 (Class 704/246); filed 22 April 2002

Dynamic time warping involves aligning corresponding parts of an
utterance against those of a target utterance. Spectral distances between
coefficients are compared for spoken utterances against those for several
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stored training templates, independent of the position and duration of the
spectral components of the signal. Accumulated distances are used to deter-
mine endpoints of the utterances. The method is said to improve the accu-
racy of speaker identification for wireless devices used in noisy environ-
ments, while reducing required processing power.—DAP

7,050,974

43.72.Ne ENVIRONMENT ADAPTATION FOR
SPEECH RECOGNITION IN A SPEECH
COMMUNICATION SYSTEM

Yasuhiro Komori and Masayuki Yamada, assignors to Canon
Kabushiki Kaisha
23 May 2006 (Class 704/256); filed in Japan 14 September 1999

This patent is mainly related to a remote speech recognition system.
The system sends speech information to a remote host server through a
communication network where recognition is performed. Environmental
factors such as room acoustics, noise level, and communication-channel
noise are calculated at the input terminal and sent to the server. In order to
improve the performance of recognition, the speech models may be updated
in the server upon noticing significant changes in the environmental
factors.—AAD

2416 J. Acoust. Soc. Am., Vol. 120, No. 5, November 2006

7,039,587

43.72.Pf SPEAKER IDENTIFICATION EMPLOYING A
CONFIDENCE MEASURE THAT USES
STATISTICAL PROPERTIES OF N-BEST LISTS

Upendra V. Chaudhari et al., assignors to International Business
Machines Corporation
2 May 2006 (Class 704/246); filed 4 January 2002

A problem with typical statistical modeling approaches to speaker
identification is identified as the inability to determine whether a particular
identification result is confident or inconclusive. This patent puts forth tech-
niques for statistically modeling the N-best list of candidate speakers that is
output from a typical speaker identification scheme, training such models,
and using the information provided to determine the confidence in an iden-
tification result.—SAF

7,038,117

43.75.Tv ELECTRONIC PERCUSSION INSTRUMENT
AND VIBRATION DETECTION APPARATUS

Kiyoshi Yoshino, assignor to Roland Corporation
2 May 2006 (Class 84/411 R); filed in Japan 17 December 2002

Electronic drum pads not only need to sense the membrane, but also
vibration on the frame (such as “rim shots”). As shown, the membrane 5 is

&b

5b
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attached to the sensor 21. Underneath 21 is another sensor affixed to the
frame, shown inside, for detecting frame/rim hits. The overall design is clear
and straightforward. —MK

7,038,119

43.75.Wx DYNAMIC CONTROL OF PROCESSING
LOAD IN A WAVETABLE SYNTHESIZER

Andrej Petef, assignor to Telefonaktiebolaget L. M Ericsson (publ)
2 May 2006 (Class 84/604); filed 18 July 2003

It is well known that the fixed sampling rate will impact the maximum
number of voices in a synthesizer. A significant part of the computational
load is devoted to the interpolation of ASDR (attack, sustain, decay, release)
parameters. Naturally, the better the interpolation, the better the fidelity. This
inventor proposes dynamically trading interpolator quality for the number of
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voices. Of course the distortion will increase as the number of voices in-
ceases due to the decrease in interpolator quality. The inventor argues that
the added voices will introduce additional masking effects, thereby reducing
the audibility of the interpolator artifacts.—MK

7,039,478

43.75.Wx METHOD AND SYSTEM FOR AUTHORING
A SOUNDSCAPE FOR A MEDIA APPLICATION

Eric Ledoux ef al., assignors to Microsoft Corporation

2 May 2006 (Class 700/94); filed 16 June 2004

As shown, this software can be divided into four stages: In stage 1, a
flow graph is created. Stage 2 creates a graphic ‘“‘control panel” as a graphi-
cal user interface (GUI) while stage 3 assigns actions. All of this can be
previewed before use (stage 4). Given this disclosure, you would think that
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GUISs for sound did not exist before 1993. But is not this just a virtual sound
scripting language? Where are references to Puckette’s Max? Where is
Tcl/Tk in all this?>—MK

7,041,059

43.80.Qf 3D ULTRASOUND-BASED INSTRUMENT
FOR NON-INVASIVE MEASUREMENT OF
AMNIOTIC FLUID VOLUME

Vikram Chalana ef al., assignors to Diagnostic Ultrasound
Corporation
9 May 2006 (Class 600/437); filed 20 May 2003

Disclosure is made of a hand-held 3-D ultrasound instrument for au-
tomatically and noninvasively measuring amniotic fluid volume in the
10 16 24

_

20
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uterus. Through the use of a 2-D image-processing algorithm, this instru-
ment provides the medical specialist with automatic feedback information as
to where to acquire the 3-D image set. The user obtains one or more 3-D
data sets covering all of the amniotic volume in the uterus, and this data is
then processed using an optional 3-D algorithm to yield the total amniotic
fluid volume corrected for any contributions from the fetal head volume.—
DRR

7,044,913
43.80.Qf ULTRASONIC DIAGNOSIS APPARATUS

Eiichi Shiki, assignor to Kabushiki Kaisha Toshiba
16 May 2006 (Class 600/454); filed in Japan 15 June 2001

The goal of this ultrasonic apparatus is to effectively display dynamic
blood-flow states in a patient being examined, and, in particular, to display
pulsation of the blood flow, and to provide a 3-D view of pulsatile flows of
blood. The apparatus consists of an ultrasound probe, a transmitter (that
includes a transmitting pulse generator and a transmitting beamformer), a
receiver (that includes a preamplifier and a receiving beamformer), a color-
flow mapping processor, which incorporates a moving-element signal
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extractor, and a velocity corrector, a tomographic image processor, and a
display unit. The device scans an area of interest by transmitting and receiv-
ing an ultrasound pulse to and from the patient. The velocity corrector
calculates a pulsation-characterizing velocity, a representative (i.e., a refer-
ence) velocity, and corrects the velocities of the moving element on the basis
of the standard velocity. The corrected velocity data are visualized on the
display unit.—DRR

7,048,690

43.80.Qf PRECISION ULTRASOUND
MEASUREMENT FOR INTRAOCULAR LENS
PLACEMENT

Jackson D. Coleman et al., assignors to Cornell Research
Foundation, Incorporated
23 May 2006 (Class 600/452); filed 19 March 2002

The patent relates to a method of collecting, processing, and displaying
data that are generated during scanning of the eye utilizing high-frequency
ultrasound apparatus and associated devices. The geometry and/or topogra-
phy of the relevant portions of the eye are depicted in preparation for lens

2418 J. Acoust. Soc. Am., Vol. 120, No. 5, November 2006

0

22
15

implantation and/or lens replacement in the case of cataract removal. Visual
displays of the eye geometry and/or topography are obtained from data
generated during a number of angularly spaced ultrasound scans taken
across a meridional coronal section or a marginal section of the anterior
surface of the eye.—DRR

7,052,462

43.80.Qf ULTRASONIC PROBE AND ULTRASONIC
DIAGNOSTIC EQUIPMENT

Hiroshi Fukuda and Masayoshi Omura, assignors to Olympus
Corporation
30 May 2006 (Class 600/445); filed 24 October 2002

The object of this device is to provide an ultrasonic probe in which
ultrasonic attenuation at high frequencies is small and the decrease of the
capacity of an acoustic medium, due to volatilization, can be reduced. A
flexible shaft is inserted through a sheath constituting an insertion portion of
an ultrasonic probe connected to an ultrasonic observation platform. An
ultrasonic transducer, driven to rotate, is attached at the distal end. The
attenuation at high frequencies can be reduced through the use of a
hydrocarbon-based oil having a kinematic viscosity of 20 mm%s as an
acoustic medium surrounding the ultrasonic probe in the acoustic window.
The decrease in the capacity of the acoustic medium due to volatilization is
also minimized.—DRR

7,052,467

43.80.Qf STETHOSCOPIC SYSTEMS AND
METHODS

Shawn C. D. Johnson, Winchester and David S. Geller, Lexington,
both of Massachusetts
30 May 2006 (Class 600/528); filed 4 October 2002

This is a device for communicating stethoscope sounds over a tele-
phone system. The device consists of a chest piece, an amplifier, and a mixer
compatible with a conventional voice-quality telephone system. Electrical
signals are generated that are representative of the physiological sounds,
such as breathing sounds, heart sounds, and bowel sounds. The electrical
signals can be combined with voice communications at the remote site and
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transmitted over the telephone system. A system and method is also pro-
vided for diagnosis by a trained health-care professional with the patient
being located at a remote site. In a second embodiment, a system and
method are also provided for training students to interpret stethoscope
sounds.—DRR

7,044,737

43.80.Sh ULTRASOUND ORAL HYGIENE AND
THERAPEUTIC DEVICE

Liang Fu, Potomac, Maryland
16 May 2006 (Class 433/119); filed 5 March 2004

An ultrasound therapeutic device uses a combination of ultrasonic
transducer array and a filling means to control the ultrasound radiation to
each part of the oral cavity that is being treated for cleaning and therapy.
Every surface of the oral cavity, including the interdental and gingival areas,
is cleaned and treated for therapy simultaneously, uniformly, and with

optimal amount of ultrasound radiation. It is also asserted that every part of
the oral cavity is protected from an overdose of ultrasound radiation through
limited ultrasound action zones for specific exposure times. The soft, resil-
ient filling element sits snugly into a patient’s oral cavity and it serves to
confine the cleaning solution and the ultrasound action.—DRR

7,044,960

43.80.Sh METHOD AND APPARATUS FOR
PROVIDING NON-INVASIVE ULTRASOUND
HEATING OF THE PREOPTIC ANTERIOR
HYPOTHALAMUS

Marc E. Voorhees and Gary A. Carson, assignors to Medivance
Incorporated
16 May 2006 (Class 607/96); filed 17 September 2003

Among neuroprotectant approaches to treating strokes is the induction
of mild hypothermia, which has been shown to inhibit the chemical cascade
that causes secondary cellular death after an ischemic event and to provide
broad neuroprotection. The patent covers a method and system to induce
mild hypothermia in a patient through controlled heating of the preoptic
anterior hypothalamus (POAH) in conjunction with cooling of the patient’s
body. An ultrasound transducer is positioned extracorporeally to the pa-
tient’s skull in order to transmit ultrasound energy to the POAH. This heats
the POAH to inhibit thermoregulatory responses so that the patient’s core
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body temperature may more effectively be cooled. Feedback sensors may be
strategically placed at various locations on the patient in order to monitor
the core temperature. A control subsystem controls the amount of heat the
POAH receives and the amount of cooling the body receives on the basis of
feedback signals from the sensors.—DRR

7,052,506
43.80.Sh ULTRASONIC SURGICAL TOOL

Michael John Radley Young and Stephen Michael Radley Young,
both of South Devon, the United Kingdom

30 May 2006 (Class 606/169); filed in the United Kingdom 17 Sep-
tember 1999

The goal of this surgical device is to provide a surgical tool with a
disposable shroud system that can be quickly and easily detached from the
apparatus and replaced by a replacement shroud. The tool consists of an
ultrasonic vibration generator with a waveguide at one end. The distal end of
the waveguide is provided with cutting and/or coagulating means. A shroud

is adapted to surround and isolate the waveguide and an actuating rod sur-
rounds the rod or vice versa. The shroud and actuating rod are detachably
connected at the proximal ends to the generator—DRR
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7,044,912

43.80.Vj DIAGNOSTIC MEDICAL ULTRASOUND
SYSTEM HAVING METHOD AND APPARATUS FOR
STORING AND RETRIEVING 3D AND 4D DATA
SETS

Sundar G. Babu et al., assignors to Siemens Medical Solutions
USA Incorporated
16 May 2006 (Class 600/437); filed 28 August 2003

User-defined viewing parameters are associated with image data to
permit manipulation of the image data while the integrity of the underlying
image data is maintained. —RCW

7,047,063

43.80.Vj TISSUE SITE MARKERS FOR IN VIVO
IMAGING

Fred H. Burbank et al., assignors to SenoRx, Incorporated
16 May 2006 (Class 600/431); filed 10 September 2003

These biopsy site markers are small but have a high ultrasound reflec-
tivity to show the location of a biopsy cavity without obscuring diagnostic
features in subsequent imaging studies.—RCW

7,052,460

43.80.Vj SYSTEM FOR PRODUCING AN
ULTRASOUND IMAGE USING LINE-BASED IMAGE
RECONSTRUCTION

Godwin Liu ef al., assignors to VisualSonics Incorporated
30 May 2006 (Class 600/443); filed 15 December 2003

Ultrasound energy with a center frequency of 20 MHz or higher is
transmitted, received, and processed using scan lines to produce ultrasound
images at an effective frame rate of 200 or more frames per second.—RCW
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7,052,461

43.80.Vj METHOD AND SYSTEM FOR
REGISTERING ULTRASOUND IMAGE IN THREE-
DIMENSIONAL COORDINATE SYSTEM

Parker Willis, assignor to SciMed Life Systems, Incorporated
30 May 2006 (Class 600/443); filed 16 November 2004

Ultrasound images are acquired in one coordinate system and graphi-
cal data about the site of interest are acquired in another coordinate system.
The location of the imaging transducer is determined in both coordinate
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systems. The ultrasound images acquired in the first coordinate system are
registered and displayed in the second coordinate system along with the
graphical data.—RCW
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An audio-visual corpus has been collected to support the use of common material in speech
perception and automatic speech recognition studies. The corpus consists of high-quality audio and
video recordings of 1000 sentences spoken by each of 34 talkers. Sentences are simple, syntactically
identical phrases such as “place green at B 4 now.” Intelligibility tests using the audio signals
suggest that the material is easily identifiable in quiet and low levels of stationary noise. The
annotated corpus is available on the web for research use. © 2006 Acoustical Society of America.

[DOL: 10.1121/1.2229005]

PACS number(s): 43.71.Es, 43.72.Ne, 43.66.Yw [DOS]

I. INTRODUCTION

Understanding how humans process and interpret speech
in adverse conditions is a major scientific challenge. Two
distinct methods for modeling speech perception have been
studied. The traditional approach has been to construct “mac-
roscopic” models, which predict overall speech intelligibility
in conditions of masking and reverberation. Models such as
the articulation index (French and Steinberg, 1947), the
speech transmission index (Steeneken and Houtgast, 1980),
and the speech intelligibility index (ANSI S3.5, 1997) fall
into this category. A more recent idea is to apply automatic
speech recognition (ASR) technology to construct what
might be called “microscopic” models of speech perception,
which differ from macroscopic approaches in their additional
capability to predict listeners’ responses to individual tokens.
Examples of microscopic models include Ghitza (1993),
Ainsworth and Meyer (1994), Holube and Kollmeier (1996),
and Cooke (2006).

Although microscopic modeling results have been prom-
ising, a serious barrier to further development of these mod-
els has been the lack of suitable speech material. Unlike
speech perception studies, microscopic models require a
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large volume of speech material for training purposes. Many
corpora for ASR exist, but the use of such corpora in speech
perception testing is problematic. Speech material tends to be
uncontrolled, phonetically unbalanced, or consists of tokens
whose durations make them unsuitable for behavioral stud-
ies. By contrast, corpora used in perceptual studies tend to be
too small or insufficiently varied for microscopic models of
speech perception.

Previous models have attempted to explain the auditory
perception of speech signals. However, speech production
results in both acoustic and optical signals. It has become
increasingly clear that the visual modality has a fundamental
role in speech perception, and any full perceptual account
needs to explain the complicated interactions between mo-
dalities (Rosenblum, 2002). Acoustically confusable pho-
neme pairs such as /m/ and /n/ can be disambiguated using
visual cues. Automatic speech recognition systems can ex-
ploit these cues to improve audio-only recognition perfor-
mance in both clean and noisy conditions (Potamianos et al.,
2003). Visual cues can also be used to separate speech from
competing noise sources. One particularly interesting area of
study in this respect is the audio-visual separation of simul-
taneous cochannel speech. Despite the clear importance of
visual speech information, until now there have been no eas-
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ily accessible corpora suitable for building multimodal mod-
els. However, recent advances in video compression technol-
ogy, the rapidly falling cost of hard disk storage, the
increasing capacity of optical storage media, and the increas-
ing bandwidth of typical Internet connections, mean that
storage and distribution are no longer a barrier.

These factors motivated the collection of an audio-visual
corpus designed for both ASR-based and perceptual studies
of speech processing. The form of the corpus was heavily
influenced by the coordinate response measure (CRM) task
(Moore, 1981; Bolia et al., 2000), which consists of simple
sentences of the form “READY <call sign> GO TO
<color> <digit> NOW.” CRM used 8§ call signs, 4 colors,
and 8 digits and each combination was spoken once by 8
talkers for a total of 2048 sentences. CRM is useful for stud-
ies of early processes in speech perception since it contains
sentence length material, yet is devoid of high-level linguis-
tic cues. The design of CRM makes it valuable in multitalker
tasks (e.g., Brungart ez al., 2001) where listeners are asked to
identify the color-digit combination spoken by the talker who
provided a given call sign.

The new collection, which we call the Grid corpus, con-
sists of sentences such as “place blue at F 9 now” of the form
<command:4> <color:4> <preposition:4> <letter:25
> <digit: 10> <adverb:4>,” where the number of choices
for each component is indicated. Grid extends CRM in a
number of ways. The set of talkers is larger (34 rather than 8)
and the number of sentences per talker is 1000 rather than
256, giving a total corpus size of 34 000 as opposed to 2048
sentences. Consequently, Grid contains greater variety and is
large enough to meet the training requirements of ASR sys-
tems. Grid has an improved phonetic balance due to the use
of alphabetic letters, which also presents listeners with a
more difficult task than the four color options of CRM. Grid
is more varied than CRM since the “filler” items (command,
preposition, and adverb) are no longer static. This also pre-
vents echo-like artifacts arising when two or more sentences
with identical fillers are summed in, for example, experi-
ments involving multiple simultaneous talkers. Finally, Grid
provides speech video as well as audio, allowing the devel-
opment of multimodal perceptual models.

While the primary motivation for the Grid corpus was to
support the construction of microscopic, multimodal models
of speech perception, it can also be used for conventional
behavioral studies of audio and audio-visual speech percep-
tion. Similarly, Grid is valuable for ASR studies of speech in
noise, the separation of speech from multitalker back-
grounds, and audio-visual speech recognition and separation.

Il. CORPUS
A. Sentence design

Each sentence consisted of a six word sequence of the
form indicated in Table I. Of the six components, three—
color, letter, and digit—were designated as “keywords”. In
the letter position, “w” was excluded since it is the only
multisyllabic English alphabetic letter. “Zero” was used
rather than “oh” or “nought” to avoid multiple pronunciation
alternatives for orthographic “0.” Each talker produced all
combinations of the three keywords, leading to a total of
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TABLE I. Sentence structure for the Grid corpus. Keywords are identified
with asterisks.

command  color®  preposition letter™ digit* adverb
bin blue at A-Z 1-9, zero  again
lay green by excluding W now
place red in please
set white with soon

1000 sentences per talker. The remaining components—
command, preposition, and adverb—were “fillers.” Four al-
ternatives were available in each filler position. Filler words
were chosen to create some variation in contexts for the
neighboring key words. Different gross phonetic classes (na-
sal, vowel, fricative, plosive, liquid) were used as the initial
or final sounds of filler words in each position.

B. Speaker population

The aim of speaker selection was to provide a suffi-
ciently large number of speakers to allow users of the corpus
to select subsets based on criteria such as intelligibility, ho-
mogeneity, and variety. Sixteen female and 18 male talkers
contributed to the corpus. Participants were staff and stu-
dents in the Departments of Computer Science and Human
Communication Science at the University of Sheffield. Stu-
dent participants were paid for their contribution. All spoke
English as their first language. All but three participants had
spent most of their lives in England and together encom-
passed a range of English accents. Two participants grew up
in Scotland and one was born in Jamaica. Ages ranged from
18 to 49 years (mean: 27.4 years).

C. Collection

Audio-visual recordings were made in an IAC single-
walled acoustically isolated booth. Speech material was col-
lected from a single Bruel & Kjaer (B & K) type 4190%
-in. microphone placed 30 cm in front of the talker. The
signal was preamplified by a B & K Nexus model 2690
conditioning amplifier prior to digitization at 50 kHz by a
Tucker-Davis Technologies System 3 RP2.1 processor. Col-
lection of speech material was under computer control. Sen-
tences were presented on a computer screen located outside
the booth, and talkers had 3 s to produce each sentence.
Talkers were instructed to speak in a natural style. To avoid
overly careful and drawn-out utterances, they were asked to
speak sufficiently quickly to fit into the 3-s time window.
Talkers were allowed to repeat the sentence if they felt it
necessary, either because of a mistake during production or if
part of the utterance fell outside the 3-s window. As an aid,
the captured waveform was displayed on the screen. In ad-
dition, talkers were asked to repeat the utterance if the cap-
tured waveform was judged by the software to be too quiet
or too loud. Prior to saving, signals were scaled so that the
maximum absolute value was unity, in order to optimize the
use of the quantized amplitude range. Scale factors were
stored to allow the normalization process to be reversed.

A simultaneous continuous video recording was made
on to MiniDV tape using a Canon XM2 video camcorder.
The camera was set up to capture full frames at 25 frames/s.
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To avoid both noise and distraction from the video apparatus,
the camera was placed at eye level outside the booth, abut-
ting the booth window. Light sources were arranged to pro-
duce uniform illumination across the face, and the subject
was seated in front of a plain blue background. To ease tem-
poral alignment of the audio and visual signals, the camera
took its audio input from the high-quality audio signal pro-
vided by the microphone in the booth.

Although talkers were allowed to repeat an utterance if
they misread the prompt, they occasionally made errors with-
out realizing they had done so. A semi-automatic screening
procedure was employed to locate errors in the corpus. The
screening process used an ASR system based on talker-
dependent, whole-word hidden Markov models (HMM),
trained separately for each talker. A “jack-knife” training
procedure was used in which 80% of the talker’s utterances
were used for training and the remaining 20% recognized.
This procedure was performed five times with a different
subset of utterances so that the subset recognized was inde-
pendent of the training set on each occasion. The ASR sys-
tem produced word-level transcripts for each utterance, and
errors were flagged if the recognition output differed from
the sentence the talker was meant to have read. On average,
57 out of 1000 utterances were flagged per talker. Flagged
utterances were checked by a listener and any sentences with
errors were marked for re-recording. Talkers were recalled to
perform the re-recording session, during which time their
utterances were monitored over headphones. Talkers were
asked to repeat any incorrectly produced utterances. In all,
640 utterances (an average of 19 per talker or 1.9% of the
corpus) were re-recorded.

While the screening process guaranteed that many of the
errors in the corpus were corrected, it is possible that some
errors were not detected. For a spoken sentence containing
an error to appear correct, the recognition system must have
made a complementary error (i.e., an error which corrects the
error made by the talker). However, since the error rates of
both the talkers and recognizer are very low, the conjunction
of complementary errors is extremely unlikely. Informal hu-
man screening of a subset of utterances led to an estimate of
an error rate of not more than 0.1% (i.e., one error per 1000
utterances). Most of the errors detected involved mispro-
duced filler items, so the number of sentences containing
misproduced keywords is smaller still.

D. Postprocessing
1. Audio

Prior to further processing, audio signals were down-
sampled to 25 kHz using the MATLAB resample routine. A
subset of 136 utterances (four randomly chosen from each
talker) was used to estimate the peak S/N according to the
ITU P56 standard (ITU-T, 1993). The peak S/N varied
across talkers from 44 to 58 dB (mean=51 dB, s.d.=3.6 dB).

The talker-dependent HMM-based ASR systems used in
the screening of speaker errors were employed to estimate
the alignment between the word-level transcription and the
utterance. In addition, phone-level transcriptions of each ut-
terance were produced by forced alignment using the HVITE
program in the HTK hidden Markov model toolkit (Young er
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al., 1999). Pronunciations were taken from the British En-
glish Example Pronunciation dictionary (BEEP'). To boot-
strap the initial set of HMMs, 60 sentences from one of the
speakers were manually transcribed at the phone level.

2. Video

Unlike the audio collection, which was computer-
controlled, the video data were collected continuously
throughout the recording session, and thus contained both
genuine Grid utterances as well as false starts, incorrect ut-
terances, and other material. Consequently, it was necessary
to extract video segments corresponding to the final end-
pointed audio recordings. Utterance segments were first lo-
cated approximately using a timestamp recorded by the soft-
ware controlling the audio recording session. A precise
location was then found by searching in this region for the
3-s period of the video file that best correlated with the 3 s of
high-quality audio captured by the TDT processor. Correla-
tions were performed using the smoothed energy envelope of
the signals. Once the audio was precisely located, the corre-
sponding 75-frame (i.e., 3-s) segment of video was ex-
tracted. The high-quality 50-kHz audio captured by the TDT
processor was resampled to 44.1 kHz and used to replace the
audio track of the video segment.

The DV format video was converted to MPEG-1 format
using FEMPEG.> Two compression rates were used to produce
both high and moderate quality versions of the video data.
The high-quality video employed a bandwidth of 6 Mbits
per s (comparable to DVD quality), while the moderate qual-
ity version used a bandwidth of 600 Kbits per s (a quality
intermediate between a typical business-oriented videocon-
ferencing system and VHS video). In both cases, the audio
bit rate was set to 256 kbits per s.

lll. AUDIO INTELLIGIBILITY TESTS

Twenty listeners with normal hearing heard independent
sets of 100 sentences drawn at random from the corpus. All
speech material had initial and trailing silence removed prior
to presentation using utterance endpoints derived from the
word alignments. Utterances were scaled to produce a pre-
sentation level of approximately 68 dB SPL and were pre-
sented diotically over Sennheiser HD250 headphones in the
IAC booth. Listeners were asked to identify the color, letter,
and digit spoken and entered their results using a conven-
tional computer keyboard in which four of the nonletter/digit
keys were marked with colored stickers. Those keys repre-
senting colors were activated immediately following the on-
set of each utterance. As soon as a color key was pressed, the
25 relevant letter keys were enabled, followed by the 10 digit
keys. This approach allowed for rapid and accurate data en-
try: most listeners were able to identify a block of 100 utter-
ances in 5-7 min. Listeners were familiarized with the
stimuli and the task by identifying an independent practice
set of 100 sentences prior to the main set.

Figure 1 (triangles) shows the mean scores and their
standard errors across listeners. Unsurprisingly, fewer errors
were made for colors (0.25% of the 2000 sentences) than for
digits (0.7%) or letters (0.95%). At least one error occurred
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FIG. 1. Mean error rates across listeners for sentences, colors, digits, and
letters. A sentence contained an error if one or more keywords were incor-
rectly identified. Triangles: clean sentence material; circles: sentences in
speech-shaped noise. Error bars denote +/—1 standard errors.

in 1.85% (37 out of 2000) of sentences. These low error rates
suggest that the speech material collected was of high intel-
ligibility overall.

Insufficient errors were reported using clean speech ma-
terial to allow a more detailed inspection of the intelligibility
of individual keywords or talkers. To support such an analy-
sis, the same 20 listeners heard three further independent sets
of 100 utterances mixed with speech-shaped noise whose
spectrum matched the long-term spectrum of the Grid corpus
at three signal-to-noise ratios: 6, 4, and 2 dB, producing a
total of 6000 responses. Figure 1 (circles) shows error rates
for colors (0.7%), digits (1.6%), letters (5.2%), and wholly
correct sentences (7.1%). Figure 2 depicts the distribution of
errors by keyword and across talkers. While the color and
number distributions are reasonably flat, certain letters are
recognized significantly less well than others. Inspection of
letter confusion matrices revealed that most of the /v/ errors
were caused by misidentification as /b/, while /m/ and /n/
tokens were confused with each other.

A range of identification rates (defined as the percentage
of utterances in which at least one keyword was misidenti-
fied) across the 34 contributing talkers was observed. In par-
ticular, listeners misidentified keywords in utterances by
talkers 1 (19.8%), 20 (16.2%), and 33 (15.6%), while fewer
than 2% of sentences spoken by talker 7 were misidentified
by this listener group. However, most talkers produced errors
rates of around 5%.

IV. SUMMARY

Grid, a large multitalker audio-visual sentence corpus,
has been collected to support joint computational-behavioral
studies in speech perception. Audio-only intelligibility tests
suggest that the speech material is easily identified in quiet
and low-noise conditions. Further tests of visual and audio-
visual intelligibility are planned. The complete corpus and
transcriptions are freely available for research use at the
website <http://www.dcs.shef.ac.uk/spandh/gridcorpus>.
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FIG. 2. Error rates for colors, digits, letters, and per talker for the noise
conditions. Horizontal lines indicate mean error rates in each category.
Talker error rates are measured as percentages of utterances in which at least
one keyword was misidentified.
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This paper studies the reflection and transmission of plane elastic waves at interfaces in
fluid-saturated poroviscoelastic media in which the solid matrix is composed of two weakly coupled
solids. The analysis of this problem, not formally performed before, is based on a theory recently
developed by some of the authors, which allows us to derive expressions for the reflection and
transmission coefficients at a plane interface within this kind of media and their relationship with the
energy flux (Umov-Poynting) vector. The results of the present derivation were applied to study the
energy splitting that takes place when a plane fast compressional wave strikes obliquely an interface
defined by a change in ice content within a sample of water saturated partially frozen sandstone. The
numerical results show wave mode conversions from fast to slow compressional and shear waves,
with maximum energy conversion on the order of 20% from fast to slow wave modes near the
critical angle. This phenomenon was observed at frequencies lying from the seismic to the ultrasonic
range, showing that the role of the slow waves must be taken into account when considering wave

propagation in this type of media. © 2006 Acoustical Society of America.

[DOL: 10.1121/1.2354464]
PACS number(s): 43.20.Gp, 43.20.Jr [KA]

I. INTRODUCTION

It is well known that variations of reflection coefficients
with angle of incidence at the interface between two different
media is a useful tool for their characterization. This is very
important in the context of exploration geophysics for the
study of reservoir rocks saturated by hydrocarbon fluids.
There is a vast literature about reflection and transmission
coefficients in fluid-saturated porous media (see, Der-
esiewicz and Rice,1 Dutta and Odé,2 Santos et al.,3 Denne-
man et al.,4 among others). In these works, the medium is
assumed to be composed by a porous solid fully saturated by
a fluid. The mechanical behavior of the rock matrix, which is
generally composed by many different minerals, is repre-
sented by a single-phase equivalent elastic or dissipative
solid. The same kind of simplification is commonly applied
for the description of the pore fluids.

However, there are situations in which it is important to
describe independently the behavior of the main compo-
nents. This requires more detailed formulations involving
multiphase models. Some important applications are related
to the study of seismic and acoustic wave propagation in
shaley sandstones, permafrost environments, oceanic or con-
tinental sediments containing gas-hydrates, and ultrasonic
testing of frozen foods.
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A Biot-type three-phase theory describing wave propa-
gation in partially frozen porous media was first derived by
Leclaire er al.” for the case of uniform porosity. The formu-
lation involves two solid phases which are assumed to have
no direct contact and one single-phase fluid (water). This
model predicts the existence of three compressional waves,
referred to as py, py, and py; compressional waves, and two
shear waves, referred to as s; and sy, respectively. Later,
Carcione and Tinivella® included in that model the interac-
tion between the solid phases and grain cementation with
decreasing temperature. More recently, Carcione et al.” and
Santos ef al.® extended and applied that theory to the case of
variable porosity.

These models are based on the assumptions of phase
connectivity for solids and fluids, the validity of the continu-
ous medium description, and weak coupling between the
solid phases. This means that both solids are nonwelded and
consequently they can suffer different displacements and de-
formations under an applied stress. This assumption also im-
plies that there exists an interchange of strain and kinetic
energies between the different constituents.

The computation of the reflection and transmission co-
efficients of elastic waves in these kinds of media was first
presented by Carcione and Tinivella.® However, the coeffi-
cients were computed using an effective single-phase vis-
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coelastic model, which ignores the presence of slow waves
and neglects the energy conversions among the different
wave modes.

This encouraged us to obtain the amplitude and energy
reflection and transmission coefficients for waves striking
with an arbitrary angle at a plane boundary within an isotro-
pic composite porous saturated solid, using the model devel-
oped by Santos et al® generalizing the ideas given
elsewhere.” This also led us to define an appropriate energy
flux (Umov-Poynting) vector for this model and to analyze
its relationship with the energy coefficients.

The application of the procedure is illustrated by consid-
ering the case of a plane p; compressional wave arriving at a
plane interface defined by a change in ice content in the
pores within a sample of water saturated partially frozen Be-
rea sandstone. The results show that a significant part of the
incident energy is partitioned at the interface by mode con-
version, generating either reflected or transmitted slow
waves. Consequently, the role of these types of waves must
be taken into account when considering wave propagation in
fluid-saturated composite poroviscoelastic materials, even
for frequencies lying in the seismic range.

Il. REVIEW OF THE MODEL

Let Q be an elementary cube of porous material com-
posed of two solid phases, referred to by the subscripts or
superscripts 1 and 3, saturated by a fluid phase indicated by
the subscript or superscript 2, so that 0=0; U Q, U Q3. From
now on, such type of material will be referred to as a com-
posite Biot medium. Let V; denote the volume of the phase Q;
and V,, and V, the bulk volume of Q and the solid matrix

Om=01UQ3, so that
V5m=V1+V3’ Vb=V1+V2+V3,

Let §;=V/Vy, and S3=V3/V, denote the two solid frac-
tions of the composite matrix and define ¢=V,/V,, ¢,
=V]/Vh, and ¢3=V3/Vb.

Following Santos et al.? denoting by w the angular fre-
quency and x=(x,y,z) the position of the particle, let u'"
=uV(x,0),i%=i1?(x,w), and u®=u®(x,w) be the time-
Fourier transforms of the averaged solid and fluid displace-
ments over the bulk material and the relative fluid flow vec-
tor u®, given by

u? = u(z)(X, w) = ¢(ﬁ(2) - Slu(l) - 5314(3)) > (2.1)

with ¢=-V-u® representing the change in fluid content.
Also set u=(u,u® u®NT and v=>0",0?@,v®)T with vV
=iou") being the corresponding particle velocities.

A. Isotropic stress-strain relations

Next, denote by o- ) and 0'(3) the time-Fourier transform

of the stress tensors m 0, and Q5 averaged over the bulk
material Q, respectively, and let p, denote the time-Fourier
transform of the fluid pressure. Assuming statistical isotropy,
let us also introduce the tensors
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(1 _ (l)

() _ ~3)
Ojk =

1¢Pf jko - Ok = O — (2.2)

S3¢p ;0
associated with the total stresses in Q; and Qj3, respectively,
taking into account that for the isotropic case the volume
fractions S|, S5 are equivalent to surface fractions. The linear
isotropic stress-strain relations stated in the space-frequency
domain are given by8

Uﬁ'llc)(”) =[KG160, — B1{+ B365]5; + 2M1d ik T+ ,U«nd,k ;

(71('2)(’4) =[Kg365 — Bod + B36,]5; + 2M%d i+ d, "

pf(u)=_Blel _B203+Kav§’ (23)
where d( ") = € (™ )— 3 0,"5],(, m=1,3, is the deviatoric strain
tensor 1n Qsm, and €; k(u )) denotes linear strain tensor in Q,,,,
with linear 1nvanant O,=¢€; (u(’”))

Santos et al.® have stated the constitutive relations (2.3)
in the space-time domain with real elastic moduli, which
were computed in terms of the properties of the individual
solid and fluid phases. In this work, some of these moduli
will be assumed to be complex and frequency dependent in
order to include linear viscoelasticity in the formulation, as
described in Appendix A. It must be emphasized that under
the weak coupling assumption between the two solids, two
different stress tensors are needed to describe the stress states
in the solid phases. This constitutes a generalization of the
classic Biot’s theory, in which the different rock minerals are
treated as a single phase solid.

B. The equations of motion

Let the positive definite mass matrix P=P(w) and the
non-negative dissipation matrix B=8B(w) be defined by

pid pil pil fid  =fiod =fuld
P=|pid pnl pnl|, B=|-fil fol fiod |,
Pl pul pal =ful  fiod Sl

where I denotes the identity matrix in R**3. The non-
negative coefficients p;;=p; (), f;;=f:/(w), can be computed
as explained in Appendix B. Next, let £(u) be the second-
order differential operator defined by

L) =(V- 0V (u),— Vpu),V - o))"

Then, the equations of motion of a composite Biot me-
dium, stated in the space-frequency domain, can be written
in the form®

- 0*Pu(x, w) + iwBu(x,0) = L(u(x,)), (2.4)
which is equivalent to considering an oscillatory time depen-
dence of the form e, Finally, introducing the matrix R
=P-(i/ w)B, we can write

- 0*Ru(x,0) = L(u(x,w)). (2.5)
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C. Plane wave analysis

Let us consider a monochromatic plane compressional
wave of frequency w in the (x,y) plane. The displacements
u™_ m=1,2,3, can be written in terms of scalar potentials in
the form:

uV = V(P(l) - V(APE_iKP'X),
M(2) - V(p(2) - V(Bpe—ipr)’

u® =Vl = V(Cpe ™pX), (2.6)

where Kp=(np,lp) is a complex wave vector and x=(x,y) is
the position vector in R2. Introducing Eq. (2.3) in Eq. (2.4),
assuming spatially constant coefficients and using Eq. (2.6)
the following 3 X 3 linear system of equations is obtained:

MP. =0, (2.7)

where ¢”'=(Ap,Bp,Cp)T € (3*! and MP=(MP),, e C3*3 is
a symmetric matrix given by

(MP)H =Pniw2 +flo- KGliKA% - %MliKz’
(MP) 5= ppoie? - fio0 - B K,
(MP)13=pi30%i = fi10 = BsKpi = Su15iK5,
(MP)yp = prre®i + fro0 = K, K,

(MP)y3 = pr3w’i + fro0 - BoKGi,

(MP)33= p33@’i+ fr,0— K3Kpi — %MﬂKz, (2.8)

with K3=np+15. To obtain nontrivial solutions Ap, Bp, Cp of
Eq. (2.7) the determinant of M” must be zero, i.e.,

det(MP) = P4(2) =0, (2.9)

where Z=K3 and P5(Z) is a cubic polynomial in Z. For any
given frequency w, the displacement amplitude of any phase
must decay with the distance, which implies that there are
only three physically meanir;gful solutions for the modulus
of the wave vector Kp=+VZ, having negative imaginary
parts, corresponding to the py, py, and py; compressional
waves,  in agreement with Leclaire et al.

For shear (rotational) waves, if Kg=(ng,[) denotes the
corresponding complex wave vector and ¢, €,, €5 denote the
unit vectors along the x, y, z Cartesian axis, respectively,
then

W=V x ¢(1) =-V X (Ase_iKS'Xég),
U@ =-V X ¢l =V X (B s%5;),

u =V X ¥ = -V X (Cse™®s™g;), (2.10)

and proceeding in a similar fashion, the following linear sys-
tem is obtained:

MS.5=0, (2.11)

where M e (33 is a symmetric matrix with entries
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(M®)) == priie? = 0+ piiKs,
(M) 12 == ppie®+fio,

(M) 3= psie® +fj0+ %Mwisz"’
(M®)yy == prie?® - o,

(M®)y3= = prsie’ - f1y0,

(M)33= = pyiw® - f1 10 + usiKs, (2.12)

and c5=(Ag,Bg,Cs)" € (31, As before, to obtain nontrivial
solutions of Eq. (2.11),

P,(Z) = det(M®) =0 (2.13)

must be solved, with P,(Z) being a quadratic polynomial in
Z=Kz=n3+[5. Equation (2.13) yields only two physically
meaningful square roots of Z, with negative imaginary parts,
associated with the s; and sy; shear waves.®

The py and s; waves correspond to the classical fast lon-
gitudinal and transversal waves propagating in elastic or vis-
coelastic isotropic solids. The additional slow modes are
waves strongly attenuated in the low frequency range, related
to motions out of phase of the different components. The
experimental observation of some of these slow waves was
reported by Leclaire et al’

Both for compressional and shear waves, the corre-
sponding phase velocities ¢; and attenuation «; (measured in
dB/Hzs) are given by

;=21 8.685 889|Im(K,)|/|Re(K,)

>

;= w/|Re(Kl)

s L= PLP P SHSi- (2.14)

lll. REFLECTION AND TRANSMISSION
COEFFICIENTS AT A PLANE INTERFACE

Let us consider an infinitely large plane interface I" de-

fined by the equation y=0 (i.e., normal to ¢,) between two
composite Biot half-spaces denoted as (),,,Q,, where (), is
located below ),. A plane p; compressional wave (of fre-
quency ) propagating in the plane (x,y) arrives at I" from
Q, with an angle 0 p, with respect to the normal. Such a
perturbation will generate three compressional waves and
two shear waves in both (), and (). The incident, reflected,
and transmitted waves will be represented using potentials.
For the incident wave py, let

1 —iK; -
@i :Ai,ple i,
2 _ -iK; o x
(Pi _B[,ple Py s
@ = Cipe Nim™ (3.1)

be the scalar potentials for the solid 1, the fluid, and the solid
3, respectively. Also, let gofj and t,bﬁl be the compressional and
shear potentials for the solids 1 and 3 (j=1 and j=3, respec-
tively) and for the fluid displacement (j=2), with g=r for the
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reflected waves and g=¢ for the transmitted waves. They are
given by

o= Agp e+ A, e Moo+ A, e Kavn,
[Aq 51 e as 4 Ags “Kasi¥]e,

(ptz] = quple X+ B Kapn® + Bq PIIIe_qu’pmAX’

wézl = [Bq,sle_lK +B 5t e ®asyX]es,

(,DZ = C‘H’I Kq. X+ C Kq, p’X + Cq le K‘lvplu'x,
[Cqu eMasX+ C, e Masu¥]és. (3.2)

In Egs. (3.1) and (3.2),

Kyj=(ng,ply) = Ky j(sin 0, j,cos 6,),

q=urt,  ]=puPwPunSpSis

are the complex wave vectors for each type of wave, with
K, ; satisfying equations of the form (2.9) or (2.13) in Q,, for
g=i,r and in Q, for g=t. Also, 0, denotes the incidence,
reflection, or transmission angle for the corresponding wave.

The displacement vectors in the three phases in (), and
Q, denoted u" 49 are given by

ulm) = (uim’”),u;m’“)) =Ve!'+ V! =V X ¢!

=+ Wi+ U+ U+ 5+ Gy

™D = ("0 D) = Vgl = VX !

_uEt mt uE, pw T "‘Et pm) ¥ “gf's)l) + uﬁt s)“ m=1,2,3.
(3.3)

) (md . .
Here, uE'q";)' ’”EZ/)) (q=i,r,t,j=pr,pu.pmsi,sy) denote the

parts of the displacement vectors (x> and 1) associated
with the incident, reflected, or transmitted j wave.

The natural boundary conditions at the interface I" (i.e.,
at y=0) are the continuity of displacements and generalized
forces, as an extension of those given by Dutta and 0dé:?

W10 = (1) (3.4a)
u§"”) _ u;lw’ (3.4b)
U = 3 (3.4¢)
u;a,m _ u;ld), (3.4d)
u;m) - u;_m’ (3.4e)
p}” _ pjgd>’ (3.41)
by = = oy, (3.4¢)
il = oL (3.4h)
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(3,u) (3,d)

oy =057, (3.4i)
o = g3, (3.4j)

where, from now on, the superscripts (1) and (d) denote,
respectively, the values of any variable in Q, and .

The reflection and transmission coefficients R; and T},
J=P1.Pi>Pni»S1, 51> can be defined for each wave as the ratlo
of the corresponding displacement amplitude of the solid 1
and that of the incident wave, i.e.,

Ri=A, K, /A, Kip.
I

T;=A, ;K jA;, K;

Lpprhiprt

(3.5)

Since the amplitude A ip, 3 well as the incidence angle ai,m’
or equivalently the incident complex wave vector, are as-
sumed to be known, to compute the reflection and transmis-
sion coefficients (3.5) the amplitudes A, ;, A,; must be ob-
tained. For this purpose, first note that each triplet

(u E;)] (z ()1 8)] ) in Eq. (3.3) must individually satisfy either

Eq. (2.7) or Eq. (2.11). Thus, taking into account that M7
and M are singular matrices, the amplitudes of the different
types of waves in the fluid phase and solid 3 phase can be
written in terms of that of the solid 1 phase by means of the
following relations:

g o Cin
i ) i~ )
Ai,PI Ai’PI
B, . C, .
_Sai c _Yqj _ . _
)/Zj— A YaiTy, - 4= rt, ] =DPLPwPunSsSu-
j q.j

(3.6)

Next, using the boundary conditions (3.4) and the rela-
tions (3.6) the desired amplitudes A, ; are computed. First,
from Egs. (3.3) and (3.4a), it is easy to see that

n =n n

i.py r.py = nr,pH = nr,PHI = nrsSI = 81 = nls[’[ = nfspH

=My = Mesy = Ny (3.7)

which is a generalization of Snell’s law for this model, and it
allows us to obtain the reflection and transmission angles 6, ;
for each type of wave as functions of the incidence angle.

Now, using Egs. (3.3), (3.4), (3.6), and (3.7), the follow-
ing 10X 10 linear system of equations for the unknowns A,, ;
is obtained, with right-hand side Y,,, m=1,...,10:

JEPLPILPII

=Y,

ni,pI(Ar,j _At,j) + E (lr,aAr,a - lt,aAt,a)

a=SpSTI

2 (- LA+ lt,jAt,j) -

JEPLPILPII

E ni,pl(Ar,a _At,a) = YZ’

=SSy

2 ni,pl(_ yf:jAr,j + ’YI(:‘]At_]) + E (’Yf,alraAr,a

JEPLPISPI a=sp.sy

- yfalt,aAz,a) =Y;,
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E (_ ’ys,jlr,jAr,j + ’th,‘jll,jAt,j) + E ni,pl(_ 7rc:aAr,a

JEPLPILPII a=s1.87]

+ YEa/At,a) = Y4?

Y LA AN+ 2 nip (=Y A ra

JEPLPILPII A=S.ST

+ ’)/fdAt,a) = YS?

> (K B+ B+ KV A, -
JEPLPILPI

+ K3, YA 1= Y,

2 rpd o - Cpd
K, 1By + v,B3

E ni,pl[lr,j[_ 2 = pis Yrc,j]Ar,j + lt,j[zlutli

JEPLPILPII

d
+ MB’)’E]‘]At,j]

1
+ E |:(lia_ niz)pl)[ﬂ’it + 5#?37rc,a:|Ar,a+ (niz,pI - ltz,a)

CY=SI,S”
1
d d
X [M + 5#137’&]&,4 =Yy,

2 u U u 1 u u
E HKE,,(}“I -Kgi _Bﬁ’f,j"‘ %C,j(gﬂm —B3>>

JEPLPILPII

— I (2ul + Mﬁ’s%c,j)]Ar,j

2 1
|2t~ 2ttt o - L)

3

+ 17 (2uf + MlS')’z/)}A }

C d
+ E [ni,p[lr,a[_ 2lu‘lf - lutllS’)/r,a]Ar,a + n[,[7llt,a[2M1

Q=S1,87]

+uly YEa]Az,a] =Ys,

) E n; pI[lrJ( 2/1’%7r1 lu’ )Ar J + llj(zll'l’%’)/[c:]
J=PLL-PILPIN

+ IL(113)At, j]

+ E |:(l% )<M37/ra+;ﬂl3> (l )

O=SpSTL

1
X(M?VS&"‘ EM?3>AZ,0(:| = Y9’

1 u u u 2 u U
E HKf,j(g,U«w - B3 - Bz?’f,j + 7?,,'(5#3 - KG3)>

JEPLPILPI
2 C
- lr,j(M73 +2u3 'Yr,j) :|Ar,j
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1 2
+ [Kzz,,(Bgl §M1%+3278+(Klé3 §M3>7’/)

+ 17 (s + 2#3’7@)]&,,]

+ 2 [nlplra( 21“’37ra lu’H)Ara"'nlplz‘a(zM%’YZa

A=STS1

+ :Uff3)At,a] =Y0, (3.8)
where using Snell’s law (3.7)
=) = (-2 (39)
J = PP P St Stis
and
Yl = ni,pIAi,pI’ Y2 = li,pIAi,pI’ Y3 nl pIAz Pr’
Yi lz pIAz pp

yBAlp ipyp Ye= Alpl [[)[ Bu Bg’)/lC_KZv’)/?l
Y7 = (2,&1 + /‘LIS% )niplll plAlp[

Y8=Alpl[K2 (KMGI Tui+ By + (Bg_%ﬂ?3)?’ic)

2
+ 1, 2+ w50,
C
Yo= ”i,plli,pl(zﬂg Yi t+ M’f3)Ai,p[’

Y= Al[)][Klsz(Bu 3#13"‘337’8‘*%(1(”03 3#3))
+ 1, (s + 20590

The signs in Eq. (3.9) are chosen according to the propagat-
ing direction (upgoing or downgoing) of the different waves.
Once the linear system (3.8) is solved, the amplitude reflec-
tion and transmission coefficients R; and T at the interface r
can be computed from Eq. (3.5).

IV. ENERGY CONSIDERATIONS IN THE COMPOSITE
MEDIUM

It is also useful and physically important to compute the
reflection and transmission coefficients in terms of the en-
ergy flux across the interface. Since our formulation is stated
in the space-frequency domain, and the model coefficients
are frequency dependent, it is necessary to derive an expres-
sion for the energy flux vector for the composite medium in
the frequency domain.

A. Definition of the Umov-Poynting vector

Following the usual procedure, take the dot product of
Eq. (2.5) with v™7 (where the superscript = denotes the com-
plex conjugate) and integrate over a volume V. Using inte-
gration by parts in the £(u) term and the symmetry proper-
ties of the tensors o-l(.})(u),a'f.?)(u), the following equation is
obtained:
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(1)
. do;:'(u «
iwf v TRvdV—f (—L ( )v(»l)
1% v

ox; 7
opAu &o- u .
_ Py_‘( )vgz ij ( ) (3) )dV
ax; ax;

1

—zwf TRvdV+f (0} 1)(u)e (1"
v

-plu)V - @ 4 0'1(;)(u)e,-j(v(3)*))dv

- f [ o = p " + o (") v;1ds
v

-0, (4.1)

where v=(v;) denotes the unit outer normal to JV.

Let SeC3*13 be the complex symmetric frequency-
dependent stiffness matrix, having as entries the viscoelastic
moduli of the medium. Then the stress-strain relations (2.3)
can be written in the form

o =S, (4.2)

where o=[0}(u), 0" (u).p(u)]" € C**! and e=[e;(u"),
€,;(u?), " e B, 1<1<]<3 are the stress and strain
arrays, respectively.

Next, use Eq. (4.2) in Eq. (4.1), to derive the relation

zwf T’RvdV—zwf TSedV = f [(0' (u)v; ()
% %

~ o + PV v1ds. (4.3)

Splitting the terms in Eq. (4.3) into their real and imagi-
nary parts leads to

iwf 2(W—7)dV—f (1”>T+2”>W)dvzf P vdS
\%4 \%4 A%

= f V -Pdv, (4.4)
|4
where
=—Re(v'"Rv), W=—Re(e'Se),
4 4
Dy=- g Im(w*TRo), Dyy= g Im(€7Se). (4.5)

For any complex scalar or tensor A, Re(A) and Im(A) denote
the real and imaginary parts of A, respectively. The vector
P=P,¢é,, with components

4o 3)(u)vm*)

(4.6)

Py(u,0) == 5(a1 (o} - p u)v}?

is the complex Umov-Poynting vector for this model, analo-
gous to that given by Carcione'? for poroviscoelastic media,
and can be considered as its formal generalization.

To understand the physical significance of the different
terms in Egs. (4.4) and (4.5), recall that if A is a complex
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time-harmonic vector having entries of the form a
=aye" P and D is a complex symmetric matrix, then, de-
noting by

27w
y=— f a(ndt

the time average over a cycle, the following relations can be
verified:"’

(Re(AT)Re(D)Re(A)) = 1 Re(ATDA"),

(Re(AT)Im(D)Re(A)) = 3 Im(ATDA™). (4.7)

Since by hypothesis all variables on the right-hand side of
Eq. (4.5) are periodic with temporal dependency of the form
e it is straightforward to see that

= HRe(Re(R)Re(v)), (4.8a)
W= 2(Re(e)Re(S)Re(e)), (4.8b)
Dr=— w(Re(v")Im(R)Re(v)), (4.8¢)
Dy = w(Re(eNIm(S) Re(e)). (4.8d)

Taking into account that (4.8a) and (4.8c) can be written as

T=;(Re(v)PRe(v)), Ds=(Re(v")BRe(v)),

it can be concluded that 7 is the kinetic energy density and

@Tis the rate of dissipated kinetic energy density. With re-
gards to the stress-strain terms, note that (4.8b) is analogous
to the strain energy density for this model,® while the term
(4.8d) represents the rate of dissipated strain energy density.
Thus, Eq. (4.4) represents an energy-balance equation relat-
ing the complex Umov-Poynting vector with the energy den-

sities 7, W and their rates of dissipation DT and DW
Also using Eq. (4.7), the real Umov-Poynting vector

PRszkevk, defined by
Ppy=— (Re(o} (1) Re(v!") — Re(p () Re(v(?)

+ Re(O'k])(u))Re(v(3))) (4.9)

satisfies (Pgy=Re(P), in agreement with other works, !

and this time-average represents the magnitude and direc-
tion of the time-averaged power flow. As a consequence
of the boundary conditions (3.4), the normal component of
the real Umov-Poynting vector (4.9) is continuous at the
interface.

Note that the analysis performed in this section (Sec.
IV A) was not restricted to the particular case of plane wave
propagation.

B. Energy reflection and transmission coefficients

Using the previous results, let us go back to the
reflection-transmission problem at a plane interface. The
time-average of the normal component of the energy flux,
either in ), or in ), is given by

Rubino et al.: Reflection and transmission in composite media



27w

® 27w
F=— PR . ézdt= - PRz(u,U)dt. (410)
2 0 21 0

Applying the superposition principle stated in Eq. (3.3)
to the particle velocities v(’”’“),v(’"’d), the generalized stress
components and the fluid pressure, ' can be splitted into
different components associated with the different wave

modes. In this sense, following Dutta and 0dé? (except for a
sign), the partial orthodox fluxes Fy; are defined as

27w
w
Fra=75 J (= D(Re(0) ) (w)Re(v)
m™Jo

+Re(05), (1) Re(v) — Re(py4(u))Re(vT)))dt,
j=12, (4.11)

and the interference fluxes Fy , are given by

2w
w
R | 7 DReto et

+Re(0%)(1))Re(u}) - Re(p () Re(v')
+Re(0d) (1))Re(v'}) + Re(a%), (u))Re(v')

—Re(py,()Re(wS))dt, j=1,2, (4.12)
where k,q=ipy,rp1,rpu, P, rs, sy in Q, and  k,q
=P Ip- P S, 15 in (), denotes the wave associated
with the variable and the sum convention is applied on the
index j.

In this way, the energy reflection and transmission coef-
ficients are defined as follows:

|F il
ER;= —HL,
|FipI
T . i3
ET;= > J = PLPusPun S-St (4.13)
|Fip1
where
FiPI = Fil’pil’l + Fipl,rpI + FiPIJPH + Fipl,rpm + FipI,rsI + Fi,rxH'
(4.14)

The total reflected and transmitted energy fluxes F, and F,
are defined as
Fi=F

PPy + FfPII».fPII + FijII*ijII + F‘jsl!j‘yl + FjSIIstII

+F; +F; +F +F;

Jprirn JPriPm JP1Jsy JPrisy + Efplls.fplll

+F; +F; +F; +F; +F;

Jpwdsy T dpmdsn by T T Jpmedsn T spism

(4.15)

where j=r,t. Thus, the continuity of the normal component
of the real Umov-Poynting vector implies the energy balance
at the interface, which can be stated as

Fip +F,=F, (4.16)
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TABLE 1. Material properties of the frozen sandstone model.

Solid grain Bulk modulus, Kj; 38.7 GPa
Shear modulus, g 39.6 GPa
Density, p, 2650 kg/m?3
Permeability 1.07 X 10713 m?
Ice Bulk modulus, K3 8.58 GPa
Shear modulus, wu; 3.32 GPa
Density, p; 920 kg/m?
Permeability s 5X 107 m?
Fluid Bulk modulus, K 2.25 GPa
Density, p, 1000 kg/m?
Viscosity, 7 1 cP
Air Bulk modulus, K, 1.5X10™* GPa
Shear modulus, w, 0 GPa

V. NUMERICAL EXAMPLE

Here the formulas derived in Sec. IV are used to com-
pute the energy reflection and transmission coefficients for
an incident plane p; compressional wave striking a plane
interface defined by a change in ice content in the pores
within a sample of water saturated partially frozen Berea
sandstone. The material properties of the system are given in
Table 1.%7 The absolute porosity of the sandstone, defined as
the ratio of the volume of the interconnected pores of the
rock (V,) and the total volume of the sample, ie., ¢,
=V,/V,, is taken to be equal to 0.18. The bulk water content
¢ was chosen such that the ice content in the pores ¢;
=V3/V,=¢5/(1-¢;) varies from 0.1 in the upper layer to
0.9 in the lower layer.

The calculation of the elastic coefficients requires values
for the bulk and shear moduli of the two solid (dry) frames,
denoted by K, K3 M1 and g, respectively (see
Appendix A 1). It is assumed that K, ,,=14.4 GPa and that
M1 m» M3 and K3, can be obtained using a percolation-

type model in the form>®®

3.8
0 & 0 .
Py = [T — ,us,-,m]{ } +uYe J=1.3,

1-¢,

¢ 3.8
Ks3,m = [K(maX) - K23m]|:—3i| + KO (5 1)

s3,m s3,m>
1-¢,

where METZ(), ,uggn:f), and Kg‘a:;) are computed employing a
Kuster and Toksdz model,” ~ using known values of
K1, e, K3, g3 for the background medium with inclusions
of air, with properties K,, i, (see Table I). The moduli x| o

0
M3 e and Kflm are reference values taken to be

ph =131 GPa, K%, =pud, =0. (5.2)

The viscoelastic parameters describing the dissipative
behavior of the saturated sandstone are (see Appendix A 2)
T 3=(27w1075)7" ms, Tyy=Q2m10% ' ms, for M
=Kg1,Kg3, 1, 3. For the mean quality factors, we take
O, =0,,=100 and Qg =0, =80. The value of the
Kozeny-Carman constant was taken to be 5.1 For these rock
and fluid properties, the phase velocities for the different
wave modes given by Eq. (2.14) are presented in Table II for
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TABLE II. Phase velocities for the different wave modes (km/S).

Upper layer
¢;=0.1, Freq=20 Hz

Lower layer
$;=0.9, Freq=20 Hz

Upper layer
¢;=0.1, Freq=1 MHz

Lower layer
$;=0.9, Freq=1 MHz

4.038
0.319
0.006
2.423
0.039

4.988

1.727
0.0007
3.233

0.827

4.205
0.758
0.148
2.54
0.042

5.172
1.970
0.093
3.365
0.927

20 Hz and 1 MHz, corresponding to frequencies used in
seismic exploration and laboratory testing, respectively.
Figures 1-4 show the magnitude of the energy coeffi-
cients computed using Eq. (4.13) as functions of the inci-
dence angle. Since the energy coefficients related to the pyy
compressional waves are negligible, for brevity the corre-
sponding curves are not presented. Due to the dissipative
behavior of the medium and the inhomogeneous nature of
the different wave modes, the analysis of the existence of
critical angles requires a rigorous definition. For each trans-
mitted wave mode the critical angle(s) is computed as the
angle(s) of incidence beyond which the corresponding time-
averaged energy flux vector (i.e., the time-average of the real
Umov-Poynting vector Pg) becomes parallel to the
interface.'®'* In our case, neglecting the interference fluxes,
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FIG. 1. Magnitude of the energy reflection coefficients at low and high
frequencies for (a) p; and (b) p;; compressional waves.

2432 J. Acoust. Soc. Am., Vol. 120, No. 5, November 2006

this is approximately equivalent to the condition that the or-
thodox flux F,;,; vanishes (i.e., ET;=0). Figure 3(a) shows
the presence of a critical angle associated to the p; wave at
about 55° for both frequencies. This value is very close to
the approximate value 54° obtained from the classic Snell’s
law for two elastic media using the fast velocities ¢, 1n Table
II. As expected, beyond the critical angle, Figs. l(a) and 3(a)
show an important increase in the reflected energy of the p;
wave, with a consequent decrease in the transmitted energy
for the same kind of wave.

The other wave modes have peaks near the critical
angle, which is particularly interesting in the case of the
transmission of the py compressional wave in Fig. 3(b),
showing that near this angle of incidence almost a fifth of the
incident energy is being converted into this slow wave. As
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FIG. 2. Magnitude of the energy reflection coefficients at low and high
frequencies for (a) s; and (b) sy shear waves.
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FIG. 3. Magnitude of the energy transmission coefficients at low and high
frequencies for (a) p; and (b) py; compressional waves.

observed in Figs. 1(b) and 2(b), the energy of the reflected
slow waves is not significant for the present experiment.

In Figs. 2(a) and 4(a) it can be observed that for angles
of incidence around the critical angle there is a significant
conversion of incident energy into reflected and transmitted
fast shear waves. For these angles of incidence, the energy
converted into transmitted sy; shear wave is more than 1%, as
observed in Fig. 4(b).

Tables III and IV present numerical results for the en-
ergy fluxes computed as described in Egs. (4.11) and (4.12)
for 20 Hz and 1 MHz, for a fixed angle of incidence equal to
45°. Note that in this case the interference fluxes are negli-
gible with respect to the incident flux. Also, according to Eq.
(4.16), the value (F,—F,) at the bottom of Table IV is equal
to Fj, (at the bottom of Table III), as expected.

VI. CONCLUSIONS

In this work the reflection and transmission coefficients
for plane elastic waves arriving at a plane interface separat-
ing two porous composite half-spaces were defined and ana-
lyzed. The medium was assumed to be composed by two
weakly coupled solids saturated by a single-phase fluid, ac-
cording to the model proposed by Santos et al.® The energy
flux Umov-Poynting vector appropriate for this kind of me-
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FIG. 4. Magnitude of the energy transmission coefficients at low and high
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dia was defined aiming to obtain the energy reflection and
transmission coefficients and to check the corresponding am-
plitude coefficients as well.

These calculations were applied to study the energy
splitting at a plane interface defined by a change in ice con-
tent in the pores within a sample of water saturated partially
frozen Berea sandstone. The same procedure can be applied
to study similar problems in shaley-sandstones, gas-hydrate
bearing sediments, or other composite porous media, which
will be the subject of forthcoming publications.

The numerical example showed that, in some cases, an
important part of the incident energy may be converted into
slow waves energy. This fact allowed us to conclude that

TABLE II1. Incidence energy fluxes (W/m?) for two frequencies. The angle
of incidence is 45°.

Freq=20 Hz Freq=1 GHz
Fipin, -51.224 6493 —3.024 657 47E+20
Fiporm —2.123 951 78E-05 —2.730 194 29E+15
L — 3.793 340 36E-05 1.907 449 45SE+15
Fip ooy -7.929781 19E-06 8.412621 63E+14
Fiprs, 1.382 501 8E-05 —2.681 281E+14
Fiprsy 1.039 111 87E-08 1.610 622 46E+13
F, -51.224 6267 —3.024 659 81E+20

ipy
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TABLE IV. Reflection and transmission energy fluxes (W/m?) for two frequencies. The angle of incidence is 45°.

Freq=20 Hz Freq=1 MHz Freq=20 Hz Freq=1 MHz
Frourm 0.002 775 754 06 5.49521642E+16 Fipip, —44.586 3009 —2.639 224 45E+20
Fopy 0.047911623 3 3.893 246 28E+15 Fipviny -2.5191842 —1.454391 6E+19
T 0.000 407 264 28 1.297 357 35E+17 PP ~2.497 444 32E-06 ~7.869 188 87E+16
Fror, 0.085152 1496 6.231 091 46E+17 Fis, -3.963 76283 ~2.298 747 05E+19
Fryimsy 2.884 038 89E—-05 1584913 93E+13 Fiying ~0.0193304217 ~1.280725 14E+17
F’I’pfl’u —7.584 280 38E-07 7.942922 02E+13 F’prpu 0.000 226 297 985 —2.063 252 6E+16
T —4.908 533 51E-08 4.943 405 55E+13 Fopioun —8.941 580 64E—07 1532097 6E+15
Frps, ~3.075 399 88E—07 ~8.583 528 27E+13 Fopuis ~7.314 388 98E—05 -4.56570322E+15
Frprsy 5.41054061E-11 —2.540749 69E+11 Fipisy —-1.853 187 8E-07 3.217747T47E+15
F,I,“’,,,m -2.139 559 67E-05 6.45561063E+14 F’PuJﬁm 4.365 625 S6E-07 1.066 102 84E+16
Fppom, 8.093 845 98E—07 -2.81588021E+14 Fipis: 5.754 615 64E—-05 1.043491 17E+16
I — 3.53746283E-10 —2.238 822 82E+11 Foppisy —-1.392 591 69E-06 8.041 028 29E+15
L — 3.40940997E-07 —3.273 194 92E+13 F sy —1.19537123E-07 2.543 082 68E+15
T ~5.623 850 68E—10 2.617 562 81E+11 Fipiisn 3.082 060 98E—09 6.811 625 39E+14
Fryor ~1.716 981 86E—11 ~1.585814 92E+12 Fiypisn ~1.404 094 69E—07 -5.218 874 37E+15
F, 0.136254 271 8.120786 08E+17 F, -51.088 3725 -3.0165390 2E+20
F,—F, -51.224 6267 —3.024 659 81E+20
disregarding the presence of slow waves may produce sig- S1¢*K,, + Chs S3¢°K 4y + Cos
nificant errors in the computation and analysis of reflection B, = T’ 2= T’

and transmission coefficients for frequencies lying between
the seismic and ultrasonic ranges.
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APPENDIX A: COMPUTATION OF THE COEFFICIENTS
IN THE STRESS-STRAIN RELATIONS

1. The elastic coefficients

Let Ky, K35 M1 m» and g3, denote the bulk and
shear moduli of the two solid (dry) frames, respectively.
Also, let K, w1, K3, pgz denote the bulk and shear moduli
of the grains in the two solid phases, respectively, and K¢,
the bulk modulus and viscosity of the fluid phase. Then, the
elastic coefficients are given by6’8

M j,m

s j:1535
bjsj

/J’j = [(1 - gj)(ﬁj]z/*l’av + /J’sj,m’ gj =

3= (1-g)(1 = g3) D34,

_[(1—g1)¢1 ¢ (1—g3>¢3]-1
/-Lav_ + + ’
M1 207 M3

-1
s Y

K,=|(1-
“ [( Cl)Ksl K K

K.
= o3,
sj

J

a. =S —

K..
_ 2 Sj.m
Kgj=Kju+(a) Ky ;=] X

s

SJ
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B3=(Cy3+5;C 5+ 8,Cp3 + 5,S3¢°K,,,),
where

C12= ¢Kav(al _Sld))’ C23: ¢Kav(a3_s3¢),

Ci3=Ky(a; =S ¢)(az - S3¢).

The moduli K;; and Kg; are the analogues of Gas-
smann’s moduli,15 while the coefficients «; and «3 corre-
spond to the effective stress coefficients in the classic Biot
theory. 10.16

2. Viscoelastic moduli

Viscoelastic dissipation was introduced by using the cor-
respondence principle stated by Biot,'®"” in which the real
poroelastic coefficients in the constitutive relations are re-
placed by complex frequency dependent poroviscoelastic
moduli satisfying the same relations as in the elastic case.
Among the different existing models, the linear viscoelastic
model presented in Liu et al."® was chosen to make the
moduli Kg,Kg3, M1, 3 in Eq. (2.3) complex and frequency
dependent. The set of poroviscoelastic moduli is computed
using

M,

M) = @)= iTy(@)

where M=Kg,Kg3, 11,13 and the coefficient M, is the
relaxed elastic modulus associated with M." The fre-
quency dependent functions Rj, and T),, associated with a
continuous spectrum of relaxation times, characterize the
viscoelastic behavior and are given by18

1 1 + ’T?
Ry(w)=1-——1In ——%,
Ty I+ ™15y
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2 _1 w(Tl,M - T2,M)

Ty(w)=——tan .
7TQM l + (,l)zT] ,MTZ,M

The model parameters Q > 11> and T, are taken such that
the quality factors Q,,(w)=Ty,/R,, are approximately equal

to the constant QM within a wide frequency band, ranging
from the low frequencies used in seismic exploration to the

very high values used in ultrasonic testing. Values of QM
range from QM:ZO for highly dissipative materials to
about QM: 1000 for almost elastic ones.

APPENDIX B: MASS AND FRICTION COEFFICIENTS

Let p,,, m=1,2,3, denote the mass density of each solid
and fluid constituent in Q. Santos et al.® have taken the mass
coupling coefficients to be real and frequency independent
with pj=mj. and the mj-entries defined by

myy = pad(1+(S))az + (S3)%a;, - 285 - (S1)%)
+apprdy + (az - 1pses,

mip = py(S3(1 = apn) + S1az),

my3=pa(1 = (S1)%az, — (83)%ar, - 5153)

+p1d(1 —ap3) + p3h3(1 —azy),
p
My = i(al2+ ayp—1),

My = po(S)(1 = az) + Szap,),
myz = pyd(1 +(S))%as, + (S3)%a;, - 28, - (S3)%)

+ayp3ds+ (a3 - p .

Here,

P3p
a3y = ¢p r32+ 1,

a ——lpr +1
2= Tl
bp, 2

with the r;;’s being the geometrical aspects of the boundaries
separating the phases j and k (equal to 1/2 for spheres). It is
assumed that’ apz=az =1, rjp=ryp=1/2, and

_ Ppa+ P3ps , PPt dipy

- b+ by - b+ by

Next, the coefficients fij’s were computed as follows.®
For the case of frozen porous media, let
¢’ ¢’
dp="—", dp=—,
Ki K3
where the permeability coefficients «; and k5 are defined in
terms of the absolute permeabilities k; o, and «; of the two
solid frames by (see also the works of Leclaire er al.5’9)
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e O M(if
1= K10 » K3=Kag .
(1=’ (4> \
Then the frequency independent friction coefficients
Sf11-f12, and f5, are determined from

d 583 — dyS,
g1 =d12(S3)* + dos(S))?, glzzT,
_dptdy
82 = —¢2 >
Su=ngu+t8is fi2=1m81 J2= 1820 (B1)

Since the coefficient g3 takes into account friction between
the two solid frames, a proper model based, for example, in
a Coulomb-type friction theory may be used, but for simplic-
ity in all the numerical examples presented in this article the
coefficient g3 was set to be zero.®® This is consistent with
the thermodynamical condition stated by Santos et al® [Eq.
(B9)] about the non-negative character of the dissipation
function.

In the high frequency range the set of inertial and fric-
tion coefficients mj,1<j,k<3, and f;,/},, and f5, need to
be modified to include the departure of the relative flow from
laminar type above a certain critical frequency depending on
the pore radius as explained by Biot."” For that purpose, the
dissipative terms f};, f12, and f>, are modified by multiply-
ing the fluid viscosity # by the frequency correction factor
Fg(6), where the complex valued frequency dependent func-
tion F(6)=Fg(6)+iFy(6) is the frequency correction function
defined by Biot:"’

1619 _ber' () +i bei’ ()
Fo)= G ber(6) + i bei(6)

4
1- (6

with ber(#) and bei(#) being the Kelvin functions of the
first kind and zero order. The frequency dependent argu-
ment 6=6(w) is given in terms of the pore size parameter
a, by

O=aNwp,/n, a,=2\kAy P,
where 1/k=1/k;+1/k3 and A, is the Kozeny-Carman
constant. "

Consequently the frequency dependent mass and viscous
coupling coefficients are defined in the following fashion:

B 7Fi(0)g1 _ nFi(0)g12
pulw)=m; + , prlw)=m;, - —
w w
(B2)
_ nF(0)g1 _ 7F(0)g2,
pi3(@w)=myz————, (W) =my + o )
(B3)
_ nF1(6)812 _ nF1(6)811
po3(@) =my; + © » pn(@) =mpz+ ——,
(B4)
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fii(w) = nFr(60)g11 + &1 (BS)

fro(@) = nFR(0)g12,  frolw) = nFR(6)g2,.

'H. Deresiewicz and J. T. Rice, “The effect of boundaries on wave propa-
gation in liquid filled porous solids I. Reflection of plane waves at a true
plane boundary,” Bulletin of the Seismological Society of America, 52,
627-638 (1960).

°N. C. Dutta and H. 0Odé, “Seismic reflections from a gas-water contact,”
Geophysics 48, 148-162 (1983).

I E. Santos, J. M. Corbero, C. L. Ravazzoli, and J. L. Hensley, “Reflec-
tion and transmission coefficients in fluid-saturated porous media,” J.
Acoust. Soc. Am. 91, 1911-1923 (1992).

‘AL M. Denneman, G. G. Drijkoningen, D. M. J. Smeulders, and K.
Wapenaar, “Reflection and transmission of waves at a fluid/porous-
medium interface,” Geophysics 67, 282-291 (2002).

SPh. Leclaire, F. Cohen-Tenoudji, and J. Aguirre Puente, “Extension of
Biot’s theory of wave propagation to frozen porous media,” J. Acoust.
Soc. Am. 96, 3753-3767 (1994).

°J. M. Carcione and U. Tinivella, “Bottom-simulating reflectors: Seismic
velocities and AVO effects,” Geophysics 65, 54—67 (2000).

T M. Carcione, J. E. Santos, C. L. Ravazzoli, and H. B. Helle, “Wave
simulation in partially frozen porous media with fractal freezing condi-
tions,” J. Appl. Phys. 94, 7839-7847 (2003).

8. E. Santos, C. L. Ravazzoli, and J. M. Carcione, “A model for wave
propagation in a composite solid matrix saturated by a single-phase fluid,”
J. Acoust. Soc. Am. 115, 2749-2760 (2004).

2436 J. Acoust. Soc. Am., Vol. 120, No. 5, November 2006

°Ph. Leclaire, F. Cohen-Tenoudji, and J. Aguirre Puente, “Observation of
two longitudinal and two transverse waves in a frozen porous medium,” J.
Acoust. Soc. Am. 97, 2052-2055 (1995).

193, M. Carcione, Wave Fields in Real Media: Wave Propagation in Aniso-
tropic, Anelastic and Porous Media, Handbook of Geophysical Explora-
tion, Vol. 31 (Pergamon, New York, 2001).

My, Cerveny, “Energy flux of time-harmonic waves in anisotropic dissipa-
tive media,” in Seismic waves in complex 3-D structures, Consorptium
Research Project, Dept. of Geophysics, Charles University, Prague, Report
No. 11, 2001.

2G. T. Kuster and M. N. Toksoz, “Velocity and attenuation of seismic
waves in two-phase media. 1. Theoretical formulations,” Geophysics 39,
587-606 (1974).

13J. M. Hovem and G. D. Ingram, “Viscous attenuation of sound in saturated
sand,” J. Acoust. Soc. Am. 66, 1807-1812 (1979).

"E. G. Henneke II, “Reflection-refraction of a stress wave at a plane bound-
ary between anisotropic media,” J. Acoust. Soc. Am. 51, 210-217 (1971).

'5E. Gassmann, “Uber die elastizitit pordser medien” (“On the elasticity of
porous media”), Vierteljahrsschr. Natforsch. Ges. Zur. 96, 1-23 (1951).

M. A. Biot, “Mechanics of deformation and acoustic propagation in po-
rous media,” J. Appl. Phys. 33, 1482-1498 (1962).

M. A. Biot, “Theory of deformation of a porous viscoelastic anisotropic
solid,” J. Appl. Phys. 27, 459-467 (1956).

g p Liu, D. L. Anderson, and H. Kanamori, “Velocity dispersion due to
anelasticity; implications for seismology and mantle composition,” Geo-
phys. J. R. Astron. Soc. 147, 41-58 (1976).

19T, Bourbie, O. Coussy, and B. Zinszner, Acoustic of Porous Media (Edi-
tions Technip, Paris, 1987).

25, Bear, Dynamics of Fluid in Porous Media (Dover, New York, 1972).

Rubino et al.: Reflection and transmission in composite media



A comparison of sediment reflection coefficient measurements

to elastic and poro-elastic models
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This work compared three plane wave reflection coefficient models to laboratory sediment reflection
measurements collected using a spherical source and receiver. Plane wave decomposition was used
to modify the reflection coefficient models to include the inherent spherical effects such as lateral
wave interference for direct comparison with the data. Sets of data at two transducer separation
distances (1.27 and 0.25 m) were collected to compare the range dependence of the spherical
effects. Bandpass filtered linear frequency-modulated chirps from 30 to 160 kHz were used to
measure frequency dependence. Grazing angles from 5° to 75° were measured to compare angle
dependence. Each set of data was collected along approximately 3 m of smoothed sediment for
spatial averaging. Unavoidable experimental effects including transducer response, beam pattern,
and spherical spreading were accounted for in order to compare the reflection coefficient
measurements with the modified models. Significant spherical wave effects were measured in the
data. Three reflection coefficient models were considered: the viscoelastic model, the grain shearing
model [M. Buckingham, J. Acoust. Soc. Am. 108, 17962815 (2000)] and the effective density fluid
model [K. Williams, J. Acoust. Soc. Am. 110, 2276-2281 (2001)]. The viscoelastic and grain
shearing models predicted values for the reflection coefficient that were not within the 95%
confidence interval for low frequencies. The data exhibited high variance which was frequency and
angle dependent. This variance is not likely to be caused by variations in bulk properties as defined
by the fluid or viscoelastic models. The cause of the variance will be considered in subsequent
publications. © 2006 Acoustical Society of America.

[DOLI: 10.1121/1.2354002]
PACS number(s): 43.20.Gp, 43.30.Ma [RAS]

I. INTRODUCTION

There is an increasing need in ocean acoustics to fully
understand acoustic wave interaction with sediments. As
more and more applications are focusing on shallow water
environments, the importance of accurate sediment models is
ever increasing. The plane wave reflection coefficient is par-
ticularly important in underwater acoustics. Once the reflec-
tion coefficient is known, realistic propagation modeling can
assist in communication, detection, and classification in lit-
toral environments. Several plane wave models exist that are
used to calculate the reflection coefficient given the sediment
material parameters. These plane wave models are effective
in the majority of situations encountered in real-world activi-
ties.

Spherical wave sources present a unique challenge as
the plane wave models cannot properly account for the ef-
fects of a very broad beam pattern. Using spherical sources
in long range applications is often a nonissue since a spheri-
cal wave eventually becomes locally planar. Close range ap-
plications, on the other hand, are affected greatly by the
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spherical wave effects. This is particularly important in a
laboratory environment, where longer ranges are not fea-
sible.

Measuring acoustic observables in a laboratory environ-
ment has many benefits, though. Laboratory measurements
can be used to discern which models are most accurate; and
assuming an accurate model, they can be inverted to deter-
mine well characterized sediment properties. Ideally, the
laboratory is a carefully controlled environment where ex-
perimental parameters like incident angle, surface roughness
and location are all precisely regulated. In situ measurements
have increased variability that makes comparisons to theoret-
ical models often difficult. In order to compare laboratory
measurements made with spherical sources to the plane wave
models, the models must first be modified to include the
spherical wave effects.

It is a misnomer to call measurements of the bistatic
response at the specular angle reflection coefficient measure-
ments when the data are modified by spherical wave effects.
However, these measurements will be called, “reflection co-
efficient measurements” throughout the text for clarity. When
spherical wave effects are included in the reflection coeffi-
cient, the nomenclature, “spherical wave reflection coeffi-
cient” will be explicitly used.
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The work presented here compares experimental spheri-
cal wave reflection coefficient measurements to three com-
mon plane wave reflection coefficient models that have been
modified to include the spherical wave effects. A wide range
of frequencies and grazing angles (30-160 kHz, 5°-75°)
were tested at two ranges (1.27 and 0.25 m) to accurately
compare experimental measurements to predicted model val-
ues. The three models that are compared are the viscoelastic
model,’ Buckingham’s grain shearing model,” and Williams
effective density fluid model (EDFM).? The elastic model
assumes the sediment has a homogeneous composition and
the averaged or bulk parameters for the wet sediment are
used. The grain shearing and effective density models are
poroelastic models that assume the individual sediment
grains interact separately from the surrounding fluid.

The three models were used in plane wave decomposi-
tion (PWD) analysisl to include the spherical wave effects.
PWD represents the spherical wave as a summation of plane
waves which are individually modified by the respective
plane wave reflection coefficients. The resulting summation
which inherently takes into account all spherical wave effects
can be directly compared to the measured data. The models
and the PWD method will be further discussed in Sec. II.

The experiments were conducted during the summer of
2004 at the Applied Research Laboratories, The University
of Texas at Austin. The experimental setup is discussed in
Sec. III. Data analysis procedures are presented in Sec. IV.
Experimental effects are discussed in Sec. V and results in-
cluding the comparison of the data to models are shown in
Sec. V. Finally, in Sec. VI, conclusions are drawn from the
data/model comparisons.

Il. THEORY
A. Viscoelastic model

The viscoelastic reflection coefficient model is a func-
tion of the incident angle and the characteristic acoustic im-
pedances of the two mediums. The model includes an addi-
tional impedance for the shear wave motion. For the
viscoelastic case®

Zii—2Z
R — tot 1 , (1)

Ziwt+Z

where
c
7= 2
cos 0;
Zyor = 208> 2y, + Z,sin” 27y, (3)
7 = P (4)
c 1°
(k2 = kisin® 6,)2
D)

Z,= Y L (5)

.
(k2 — kisin® 6;)2

In the above equations, R is the reflection coefficient and Z,;
is the impedance of the water column. Z is the total imped-
ance of the sediment and Z, is the impedance of the com-
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pressional wave while k.. is the complex compressional wave
number. Z; is the impedance of the shear wave while k; is the
complex shear wave number and o is the radial frequency.
The viscoelastic model is completely defined by seven pa-
rameters and the incident angle, 6;: the sound speed and den-
sity of the water column, ¢; and p,, the sound speed of the
compressional and shear waves, c, and c,, the density of the
second medium, p,, and the compressional and shear attenu-
ations. The transmission angle of the shear wave, 7y, can be
determined using Snell’s law.

Equation (1) predicts a critical angle based on the ratio
of the sound speeds both compressional and shear. However,
if the shear wave speed in the sediment is much lower than
the sound speed in the upper fluid, there will not be a second
critical angle. Additionally, the Z; term would then be negli-
gible compared to the other impedances. In this case, the
elastic reflection coefficient reduces to the fluid reflection
coefficient.

B. Effective density fluid model

The sediment can also be considered as a poroelastic
medium in which the displacement of the fluid and the dis-
placement of the sand grains are considered independently.
In a poroelastic model, there are three possible waves: a
compressional wave in which the fluid and sand grain frame
are moving in phase with each other, a compressional wave
in which the fluid and sand grain frame are out of phase and
a shear wave. The out-of-phase compressional wave is re-
ferred to colloquially as the “slow” wave. One formulation
of a poro-elastic model is the Biot/Stoll model.”™ The Biot/
Stoll model has 13 independent parameters, several of which
are difficult to measure directly. The parameters are classed
into three groups: bulk parameters, fluid motion parameters,
and frame parameters. The bulk parameters are porosity S,
pore size parameter «, grain density p,, fluid density pp
grain bulk modulus K| o and fluid bulk modulus K . The fluid
motion parameters include viscosity 7, permeability « and
tortuosity 7. Last, in Biot/Stoll theory the sand grains are
assumed to form a frame with its own complex bulk and
shear moduli. The frame moduli are very difficult to mea-
sure, and they are generally assumed to be much smaller than
the bulk moduli. If the frame parameters are assumed to zero,
the Biot/Stoll equations can be reformulated into fluid-like
equations.3 The poroelastic effects are contained in the “ef-
fective density” term and a complex sound speed. The effec-
tive density is given by

iBpFn
prwK

B(L = Pp, + (a—2p+ F)py+ P
WK

a1~ Bp, + Bla-Dpy+

Pett = Py (6)

where p is the sediment density given by Bp,+(1-8)p, and
F is a function derived by Biot to account for the deviation
from Poisuille flow at higher frequencies.7 The complex
sound speed is represented by
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The resulting complex density from Eq. (6), compres-
sional sound speed from Eq. (7) and attenuation which given
by the imaginary part of w/c from Eq. (7) are used in the
fluid model described above.

C. Grain shearing model

Recently, Buckingham has suggested that acoustic re-
flection phenomena can also be modeled by considering the
physics of the grain contact.” Translational and rotational
shearing of the individual grains against one another
amounts to a “random stick-slip” motion statistically com-
bined to produce a relaxation mechanism. Using the average
density, the grain shearing model yields the shear and com-
pressional sound speeds and the shear and compressional at-
tenuations, which are input into the elastic model detailed
above. According to Buckingham, the equation for the bulk
density of the saturated sediment is based on the porosity
and fluid and grain densities py, p;:

p2=Bps+ (1= B)py. (8)

The equations for the compressional and shear sound
speeds ¢, ¢, and attenuations «,, a, are given by

11 3y,+4 -2
_:—Re[(n—yf’—z%uww) : )
¢, € 3pcy
3y, +47% s

a,=—"Im (1+11%(iw)”) , (10)

Co 3pcy
1 1 [pct
—=— u|w|_"/2c:os(27), and (11)
Cg Co Vs 4

ol [pc, \p. (0T
a,=—\/ —|o|"*sin| — |. (12)
’ Co Vs 4

Here p is the sediment density defined in Eq. (8). The com-
pressional wave speed in an equivalent suspension, c, is
determined by Wood’s equations.8 The radial stress-
relaxation exponent, n, is computed from initial empirical
measurements. The compressional and shear rigidity coeffi-
cients, 7y, and 7, are solved simultaneously from empirical
measurements as well.

D. Plane wave decomposition

Since sediments have an angular dependent reflection
coefficient which varies in amplitude and phase, the reflec-
tion from a flat sediment surface will not produce a perfectly
spherical reflection, but a distorted semispherical wave. Fur-
thermore, if the sediment has a higher sound speed than the
fluid above, there is a critical angle past which there is total
internal reflection. At this critical angle, the acoustic wave
propagates along the fluid/sediment interface at the speed of
sound in the sediment and reradiates back into the fluid at the
same critical angle. This phenomenon is called the head
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FIG. 1. Ray paths of the direct wave, specular reflection, and lateral wave.

wave or lateral wave since it travels ahead of the reflected
acoustic wave in the water. Figure 1 shows the various ray
paths between a source and a receiver that are possible with
spherical waves. The interested reader can find color pictori-
als of lateral waves in Ref. 9.

From the figure, the direct path (DP) is the shortest dis-
tance between a source and a receiver. The specular reflec-
tion path (RP) is incident on the sediment at a grazing angle
dependent on the position of the source and receiver. The
lateral wave path represents an additional ray that may cause
interference with specular reflection. It is simplistic to con-
sider only the ray theory approximation of the lateral wave
when addressing spherical effects since, around the critical
angle, ray theory will produce infinite intensity at caustics,
points in space where rays cross. In order to calculate the
spherical wave reflection coefficient, the evaluation of the
entire field integral is necessalry.lO Also, it is important to
note that spherical wave effects will only be prevalent for
source receiver ranges of less than 100-200 wavelengths and
only for small grazing angles. For example, at 140 kHz in
seawater, spherical effects are negligible after about 2 m, but
at 40 kHz, spherical effects are prevalent up to about 5-7 m
subcritically. This is due to attenuation and spreading of the
lateral wave.

Section 26 in Brekhovskikh' details the development of
a method to represent a spherical wave as an infinite sum-
mation of plane waves. The plane wave reflection coeffi-
cients computed from various models can be linearly multi-
plied by the individual plane waves inside the integral. The
resulting integration yields the spherical wave reflection co-
efficient. The first step in PWD is to assume the incoming
wave has the form of a spherical wave in three dimensions
where the time dependence (e7*“') has been suppressed and
only relative pressures are considered

ikr
14
p=2 (13)
r

where

r=\x>+y*+ 2% (14)

The received pressure, P,, is a function of the initial
pressure, p,, the wave number, k, and the linear distance
between the source and receiver, r. The distance between the
two is a function of the coordinate displacements, x, y, and z
from the source. As shown in Eq. (15), the expansion into the
Fourier space, or the Helmholtz equation, reduces to
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Brekhovskikh shows that by converting to polar coordi-
nates and making use of several identities and substitutions
the spherical wave reflection coefficient (Rgy) can be written
in the form of
Poi k /2—i% ]
= R(6)Jy(kr sin B)e? " < bsin 64 6.
iJo

(16)

Here h is the height above bottom for the transducer
array, 6 is the grazing angle, and P; is the incident spherical
wave. Equation (16) is the PWD integral that is used to
modify the plane wave reflection models for comparison
with spherical wave data. It yields the reflected pressure for a
given geometry based on the height above the sediment and
the range between the transducers. In order to modify a given
plane wave reflection coefficient model, the plane wave re-
flection coefficient, R(f,6,), computed from the model of
interest is linearly multiplied by the kernel of the PWD inte-
gration.

Although traditional analysis involves many simplifica-
tions of Eq. (16) and typically various forms of saddle point
integration, current computer processing power facilitates the
direct numerical integration in this work. This greatly sim-
plifies the conceptual procedure.

In the past, numerical integration has successfully been
used to verify Brekhovskikh’s work.'" Until recently, how-
ever, the computational requirements were too high to make
this approach a feasible means of solving repeated integrals.

Numerically integrating Eq. (16) near normal incidence
and near zero degrees grazing angle is difficult. The fre-
quency of oscillation of the function is much higher at nor-
mal incidence than at other angles. In this region, a suffi-
ciently fine grid size results in large computation time. As the
glazing angle decreases, the exponential decay in the imagi-
nary portion of the PWD kernel decreases and a sinusoidal
component becomes dominant. The limit occurs at exactly
zero degrees where the imaginary portion is a varying sinu-
soid to minus infinity. However, with the transducer geom-
etry used in this experiment, it was impractical to measure
data at grazing angles of more than about 70° grazing or less
than about 7° grazing. Therefore, it was unnecessary to nu-
merically calculate the spherical wave reflection coefficient
at the limits.

Figure 2 shows the comparison of the numerical integra-
tion of PWD integral with the plane wave reflection coeffi-
cient for a fluid model. The results were computed at two
different separation distances and frequencies to show the
general trends. As suspected, lower frequencies and closer
distances cause greater spherical effects. Note that even at
1.27 m apart and at 112 kHz, there is some indication of
spherical wave effects.

lll. EXPERIMENTAL SETUP

Reflection coefficient measurements were taken in the
ARL:UT Sonar Modal Calibration Tank 1. The tank is
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FIG. 2. PWD results (dark) compared with the plane wave reflection coef-
ficient for the fluid model (light). The spherical waves cause significant
changes in the apparent critical angle particularly at low frequencies and
separation distances.

18.3 m long, 4.5 m wide, and 3.6 m deep. At the bottom
there is 1 m of unwashed river sand that was collected from
the lower Colorado River in the 1970s. It has remained gen-
erally undisturbed for over 30 years. Biological activity is
kept to a minimum through periodic chlorination. The tank
has a slight temperature gradient of 0.45 °C/m extending
approximately 0.3 m below the air/water interface. Below
0.3 m depth, the temperature is constant. Situated above the
tank are two moving platforms, each equipped with a vertical
shaft capable of positioning 150 Ib of equipment at any
depth in the water column. It provides an ideal location to
precisely measure the reflection coefficient of sediments as a
function of grazing angle.

The sediment in the tank includes various in homogene-
ities commonly found in river sand. Though it is generally
fine sand, there are numerous rocks, and chunks of clay. A
2002 study characterizing the sediment found the sound
speed to be 1740+20 m/s at 30 kHz.

The average total density was measured to be
1.99 g/cm®. A detailed grain analysis was performed in
1992. A visual analysis at that time revealed a majority of
quartz crystals with some silt and feldspar. The majority of
the grains were poorly sorted and angular to subangular in
shape. The porosity was measured to be 0.40. The average
grain size diameter is 0.25 mm based on sieve measure-
ments.

Figure 3 shows an elevation schematic of Calibration
Tank 1. The moving platform can horizontally traverse the
entire length of the tank. Attached to the vertical column is a
two transducer acoustic test frame. The frame itself is narrow
in depth and can easily be reversed to take data both from the
sediment/water interface or the air/water interface. The frame
was engineered so that it had less than a 1 mm deflection in
either configuration. For the sediment/water interface data
collection at the larger range, a cork reflector was mounted
at a 45 deg angle above the sending transducer to exclude
the air/water surface reflection for the sediment data.
(See Fig. 4.)
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FIG. 3. ARL Sonar Model Tank with experiment frame (to scale). Inset
shows air/water configuration.

Each transducer was a spherical ITC 1089 transducer
positioned so that the XY planes of the transducers were
aligned. The z axis points along the transducer pigtail. The
beam patterns of the two spherical transducers are nominally
constant to 1 dB about the XY plane.

The reflection coefficient as a function of angle was
measured by changing the height of the transducer array to
sample different angles. Figure 1 shows that a change in
height above the interface directly corresponds to a change in
the grazing angle, 6,, assuming the range, r, is held constant.
The individual rays indicate the arrivals via the direct path
and reflected path. The direct path will experience normal
spherical spreading and will decrease in amplitude at a rate
of 1/r. The reflected path will experience a similar spreading
loss due to the added distance, cos 0g/ r where 0, is the graz-
ing angle.

To insure spatial stability, approximately 30 different lo-
cations on the sand were sampled. At each location, 75 angle
measurements were made by coherently averaging 300-500
individual pings together. A 1 ms linear frequency modulated
chirp, from 30 to 160 kHz, was used to sample a range of
frequencies with each ping. Bandpass filtering allowed 10
subbands to be analyzed in each ping. This method uses one
measurement to take the place of ten measurements at indi-

FIG. 4. Underwater view of the experiment apparatus and smoothed sedi-
ment. A reflector was added above the sending transducer to deflect rays
from interacting with the air/water interface.
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FIG. 5. Schematic of experiment and signal processing layout.

vidual frequencies. The above procedure was conducted at
two different ranges between the transducers to compare the
spherical effects as a function of range. The collected data
represent one of the most comprehensive acoustic analysis of
the sediment in ARL:UTs calibration tank to date.

Rough interface scattering effects were minimized by
smoothing the sand with a 4 in. PVC pipe filled with scrap
steel. The weighted pipe was gently dragged across the bot-
tom several times. The laser line scan method developed at
ARL:UT could not detect any surface roughness. This
method has millimeter accuracy for spatial wavelengths from
0.1 to 1 m."

The average root-mean-square roughness of smoothed,
dry sand taken from the calibration tank was measured to be
approximately 0.5 mm. This is about twice the average grain
size, but is not unexpected. Various effects can increase the
apparent roughness such as imperfections in the smoothing
process, adhesion between sand grains and grain size distri-
bution. Roughly 62% of the grains by mass are larger than
the average grain size diameter.” The packing order of the
individual grain sizes may also affect the apparent rough-
ness.

An experiment test frame was designed and built in or-
der to provide a stable platform that accommodated both
air/water interface and sediment/water interface measure-
ments. The sediment reflection measurements were normal-
ized by the air/water data in order to correct for beam pattern
and transducer response effects. This method improves the
accuracy of the transducer response to nominally 0.25 dB.

The entire experiment, broken down into transfer func-
tions, is shown in Fig. 5. The analog to digital (ADC) and
digital to analog (DAC) converters on a National Instru-
ments™ PCI-6115 data acquisition card were configured to
trigger off of the same 4 MHz clock. A linearly amplified
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signal from the DAC is applied directly to the 1TC 1089
transmit transducer, 7,. This produces relatively low ampli-
tude, frequency dependent sound pressure levels of
155-170 dB in the water column. Because the transducers
deviated from an ideal spherical source, slight beam pattern
effects, B, contributed to the overall signal. The received
signal also includes effects from spherical spreading, S,,, and
the spherical reflection from the interface, R(f, 6,). The re-
ceived signal (X,), including both the direct path pressure
(Xpp) and reflected pressure (Xgp), is modified by the receiv-
ing transducer response including amplification.

IV. SIGNAL PROCESSING

Measuring the spherical wave reflection coefficient re-
quired accounting for several additional effects, in addition
to the spherical wave effects, that were inherent in the ex-
periment.

Each of the physical steps in the experiment, as outlined
in Sec. III, can be reduced to transfer functions for signal
processing. These transfer functions operate on the Fourier
transform of the pressure amplitude

Npp(fs 90) =TR(f)B(f, GO)SP( 6o), (17)

nRP(fs ag) = TR(f)B(f’ eg)Sp( ag)R(fs 0g) . (18)

In general, two signals can be isolated in the data, the
direct path pressure amplitude and the received path pressure
amplitude. The amplitude of the direct path (7pp) includes
the transducer response TR, the beam pattern B, and spread-
ing S, effects the direct path angle €, which was zero de-
grees grazing. The transducer response includes all effects
from the amplifiers and DA/AD conversions. The beam pat-
tern effects include both source and receiver beam patterns.
The amplitude of the reflected path (77zp) includes the same
effects as the direct path, but are dependent on the particular
grazing angle of each measurement. In addition, the reflected
path includes the reflection R effects associated with interac-
tion with the sediment or the air/water interface. These sim-
plifications allow the different received pressure amplitudes
to be described as

X(f) =1(f) + N(f), (19)
Xpp(f, 00) = X:(f) mop(f, 60) + Npp(f), (20)
Xre(f' 0) = Xi(f) mrp(f' 0) + Nip(f). (21)

The input signal X; includes only the initial wave form /
with some small added electronic random noise N(f). Both
the direct path amplitude Xpp shown in Eq. (20) and the
reflected path amplitude Xgp shown in Eq. (21) include the
input signal, but have the additional effects associated with
each. The respective noise terms in each equation represent
the contribution of the noise in Eq. (19) as well as added
random noise N(f) associated with each path. For the direct
path the noise is associated with local temperature variations
in the water column and is expected to be small. Some pos-
sible noise contributions for the reflected path are discussed
in Sec. V E. The sum of the direct and reflected paths was
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FIG. 6. Illustration of experiment and signal processing. The direct path
time is set to zero before computing the grazing angle.

recorded. However, since the distance between the transduc-
ers is constant, the direct path contribution for any measure-
ment is the same. Therefore, the direct and reflected paths
can be separated by subtracting a temporally isolated direct
path that was recorded in the middle of the water column
before each set of measurements.

The process for calculating the reflection coefficient
from a measured time series is as follows. First, the direct
and reflected path arrival times were determined using a time
domain correlation with a calculated replica based on the
input signal. Next, the grazing angle was determined from
the delay between the direct path arrival and reflected path
arrival. A temporally isolated direct path signal was sub-
tracted from the recorded time series leaving only the re-
flected path signal and associated noise. Then, a second cor-
relation was preformed using a temporally isolated direct
path signal as the replica. The signal was then bandpass fil-
tered on the data to isolate each frequency band. The initial
specular bistatic amplitude and phase were determined by
comparing the reflected path amplitude and phase at the peak
of the correlation to the direct path amplitude and phase.
Last, the data were corrected for transducer response, beam
pattern, and spherical spreading by normalizing with the air/
water interface response determined in the same manner.

A. Replica correlation and time compression

For this work, the replica correlation and associated time
compression were accomplished using a Wiener filter based
on the expected signal, xpp,

Xpplf, 60)
#J{mp(ﬂ 6,)BP(). (22)
Here Fgrp pp is the Fourier transform of the filtered signal.
Xpp is the Fourier transform of the expected signal. Xgp pp
is the Fourier transform of the raw data and BP (f) is the
pass band. ¢ is the noise floor.

A sample Wiener filtered time series is shown in Fig. 6.
The Wiener filter is constructed so that the time delay of the
direct and reflected paths are absolute.

FRP,DP(f’ 90) =
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Frequency resolution is established by band pass filter-
ing the direct and reflected paths. The pass bands were
spaced every 12 kHz. Chebyshev windows in the frequency
domain were used to enhance the time compressed peaks and
suppress side lobes in the time domain.

The disadvantage to using the Wiener filter method is
the limited frequency resolution. The peak width is inversely
proportional to the bandwidth of the signal. If the bandwidth
is decreased, then the peak width in the time domain will
increase. If the bandwidth is too small, the time series width
becomes too large to distinguish the reflected path arrival
from scattered arrivals from the walls of the tank. The band-
width of the band pass filters was optimized so that the direct
and reflected peaks were resolvable.

B. Determining the grazing angle

The grazing angle is calculated by taking the arc-cosine
of the direct path length over the reflected path length. Since
the sound speed in the water column is relatively constant,
distance and time are proportional. Therefore, taking the ra-
tio of the direct and reflected path length is equivalent to
taking the ratio of the direct and reflected arrival times, #pp
and fgp, respectively,

9g=cos_1<§D—P). (23)
RP

Figure 6 shows how Wiener filtering over the entire fre-
quency range (30—160 kHz) was used to precisely locate the
arrival times of the direct and reflected paths. The figure also
illustrates how the change in height above the bottom in-
creases the grazing angle and how the reflection coefficient
(R,) may be determined by the ratio of the peaks height of
the correlated signal. In this figure, the initial reflection co-
efficient for 23.5° is —=2 dB and for 45.5° it is —11 dB.

For the determination of the grazing angle, the expected
signal used in the Wiener filter was the input signal modified
by the amplitude of the direct path. Since the DAC and ADC
clocks are synchronized, the transmitted input signal starts
simultaneously with the actual recorded measurements. This
absolute reference was critical to accurately determining the
proper arrival time.

C. Determining the reflection coefficient

The initial reflection coefficient [R(f, 6,)] is determined
by the ratio of the peak of the reflected path correlation and
the direct path correlation. This has the added benefit of ac-
counting for transducer response.

The beam pattern and spreading losses were accounted
for by normalization with the data taken from the air/water
interface. Assuming that the noise is negligible, the ratio of
the reflection coefficient measurement from the air/water in-
terface 7, and that of the water/sediment interface 7, is

7, B(f.60,) S,(8,) R.(f. 6,)
7. B(f.0,)S,(6,) R(f.0,)
Since the complex reflection coefficient for the air/water

R, interface is known, normalizing the sediment initial re-
flection coefficient by the air/water initial reflection coeffi-

(24)
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FIG. 7. Magnitude and phase of the 1.27 m air/water interface at 54 kHz,
which includes only spreading and beam pattern effects.

cient removes both the frequency and angular dependent
beam pattern and the spherical spreading. For normalization,
all initial reflection coefficients are first interpolated to a
standard angle and frequency set. Then both the air/water
interface and sediment/water interface data are averaged over
all spatial locations.

D. Phase determination and normalization

For the phase measurement, the Hilbert transform of the
time series was taken prior to filtering. This created a com-
plex time series. The phase angle was determined at the peak
of the correlation with the Wiener filter in the time domain.
The absolute phase was determined by subtracting the phase
of the direct path from the reflected path. As with the mag-
nitude, the phase was corrected for beam pattern effects by
normalizing by the air/water interface data.

V. RESULTS
A. Normalization measurements

Ten normalization measurements were taken over the
entire angle range at each range by inverting the experimen-
tal frame and measuring the specular bistatic response from
the air/water interface. These data were averaged and used to
verify that the grazing angle calculations were valid and to
remove beam pattern effects from the sediment measure-
ments. Figure 7 shows the phase and magnitude for the
1.27 m data for the air/water interface at 54 kHz uncorrected
for spreading losses. The data were averaged over nine sets.
The dashed lines represent the 95% confidence bounds. The
overall trend of the data matches well with theoretical spheri-
cal spreading (1/r). This indicates that the algorithms used to
calculate the grazing angle are reliable. The variations can be
attributed to the beam pattern. It is evident that the effects of

2443



| — Measured Data
— Radial Spreading

Specular Bistatic Response [dB]
™

Phase [de

13 20 25 30 35 40 43 30
Grazing Angle [deg]

FIG. 8. Magnitude and phase of the 1.27 m air/water interface at 125 kHz
compared with theoretical spreading. Deviations are indicative of beam pat-
tern effects.

the beam pattern are small compared to the effects of the
spreading. The beam pattern exhibits 0.1 dB oscillations es-
pecially in the 25-30 angle range at 54 kHz as evident in
Fig. 7. These oscillations are not apparent at larger frequen-
cies as seen in Fig. 8.

The frequency dependent beam pattern of the two
phones was calculated by subtracting the theoretical spread-
ing from the measured air/water interface reflection data. For
the phase, the beam pattern effects is determined by subtract-
ing 180° from the phase. The 1.27 m data set has slight
variations of approximately +1 dB for a 95% confidence in-
terval over the entire frequency range. The phase difference
can be as much as 50° depending on the frequency and
angle. The error is generally around 10° when averaged over
the broadband. The 0.25 m data set has similar characteris-
tics up to approximately 80 kHz. At the higher frequencies,
the 0.25 m data becomes unstable. This is shown in Fig. 9
for 125 kHz. The 0.25 m data may be more heavily influ-
enced by volume properties due to a higher influence of the
sediment born lateral wave and steeper ray angles which may
penetrate further into the sediment. Therefore, only the
1.27 m data will be considered quantitatively.

B. Spherical wave effects

The normalized reflection coefficient results for the
1.27 m case and the 0.25 m case are shown in Figs. 10 and
11 for 54 kHz band with a 95% confidence interval. These
are spatial averages of 30 1.27 m measurements and 35
0.25 m measurements along the sediment floor in the cali-
bration tank. Although the critical angle should be located at
approximately 30°, both data sets are heavily influenced by
spherical wave effects which shifts the critical angle value.
This inward shift of the critical angle, especially at lower
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FIG. 9. A comparison of the variability of the 1.27 m range data with the
0.25 m range data at 125 kHz. The spatial instability of the 0.25 m may
imply a stronger dependence on volume heterogeneities due to steeper, more
penetrating rays and an increased influence of the sediment born lateral
wave.

frequencies, as well as the interference pattern in the subcriti-
cal region of the 1.27 m data are indicative of lateral wave
interference. '’

To demonstrate these effects, the plane wave elastic re-
flection coefficient and the spherical wave elastic reflection
coefficient are calculated using plane wave decomposition
and the visco-elastic model and plotted with the data (see
Figs. 10 and 11). It is clear that predicting the data with only
the plane wave model would lead to large errors especially in
the critical region. The plane wave model overpredicts the
location of the critical angle by 5° for the 1.27 m data and
12° for the 0.25 m data. The spherical wave model correctly
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FIG. 10. Plane wave models compared to actual measurements at 1.27 m,
54 kHz. The dashed light line indicates the plane wave model while the
solid line indicates the model as calculated using plane wave decomposition.
The spherical wave model (solid line) is a better predictor of the data.
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FIG. 11. Plane wave models compared to laboratory measurements at
0.25 m, 54 kHz. The dashed light line indicates the plane wave model while
the solid line indicates the model as calculated using plane wave decompo-
sition. The spherical wave model (solid line) is a better predictor of the data.

predicts the decrease in critical angle as well as the presence
of an interference pattern subcritically. Additionally, the
spherical wave model correctly predicts the dependence of
spherical wave effects on transducer spacing although the
0.25 m data is higher than either model as the grazing angle
approaches normal. The spherical wave effect is not present
at angles larger than critical. The change in phase due to
spherical wave effects is small and is not measured in this
experiment. For the 1.27 m data both the plane wave model
and spherical wave model correctly predict the phase. For the
0.25 m data, the phase is not predicted by either model in the
critical region.

In all other model comparisons in this work, only the
spherical wave reflection coefficients as calculated using
plane wave decomposition will be considered. As stated
above for the air/water data, the 0.25 m data were found to
be unstable and will not considered quantitatively.

C. Calculation of the models for data comparison

A standard set of parameters were used to calculate all
of the reflection coefficients based on the three models de-
scribed above. The parameters were determined based on
sand measurements made in the calibration tank and similar
sand collected in the SAX’99 experiment, inversion results
of the reflection data collected in the calibration tank, and
values found in common reference tables. The attenuation in
the water column is assumed to be zero. No attempts were
made to adjust the parameters to reflect experimental results.

Table I shows the parameters used in the fluid and vis-
coelastic models. The fluid density was found in common
reference tables. The fluid sound speed, measured as part of
this study, was 1476+7 m/s. This value corroborates well
with common reference tables. The average wet sediment
density was calculated based on porosity and the density of
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= T T ! . . I TABLE I. Viscoelastic parameters.
= Measured Data 4
= ~~ Plane Wave Model ll. Parameter Value Source
= — Spherical Wave Model ||
£ ST R——— Fluid density 0.998 g/cm® Table
8 ; Fluid sound speed 1481 m/s Table
[ frgs e Sediment density 1.990 g/cm? Calculated
§ -8 ‘wé-. i il Sediment sound speed 1740 m/s Measured
E 10 ; : ; : 2 i Comp. attenuation 0.25 dB/m/kHz SAX 99 data®
20 30 40 30 60 70 Shear speed 80 m/s Inversion”
Shear attenuation 2.5 dB/m/kHz Estimated from Ref. 18
! ' : : ' : : “See Ref. 16.
100k - prasnensnens enssmmmaneers P FR— g bSee Ref. 15.
) 3 : : : -\
-'% My the sand grains and water."® The sediment sound speed in the
E calibration tank was measured'* and inversion results'® veri-
o fied this result. The value for the compressional attenuation
was taken from the SAX’99 measurements since the sedi-
’ : ments at that site and that of the calibration tank are similar

in composition and size distribution.'® The shear speed was
obtained by inversion results'® and corroborated with mea-
surements at 312 Hz.!” The shear attenuation, which will be
shown to have little effect on the data, was extrapolated from
measurements on unsorted sand at lower frequencies.18

Table II shows the poroelastic parameters used in the
grain shearing model and the effective density fluid model.
The frame shear and bulk moduli are assumed to be zero as
described in Sec. II. The porosity was obtained by
inversion'” and is consistent with, values measured in the
tank'® and recorded at SAX’99.'® The fluid bulk modulus
was also determined by inversion'> and substantiated by
common reference tables. Viscosity was determined from
common reference tables. The grain density was based on a
grain analysis in the tank which revealed that the sand con-
sisted of 85% quartz and 15% feldspar”. Grain bulk modulus
was obtained by inversion of this data set'” and is in the 95%
confidence interval measured for similar sediment.”’ The
value for tortuosity was taken from the SAX 99
measurements'® although the same value was determined by
inversion.'” The pore size parameter was calculated using the
Kozeny-Carmen equation19 and the permeability was as-
sumed to be similar to the SAX’99 valued.'

Table III shows the empirical values used in Bucking-
ham’s model. The frequency at which the sediment compres-

TABLE II. Poroelastic parameters.

Parameter Value Source
Porosity 0.392 Measured®
Fluid density 0.998 g/cm? Table

Fluid bulk modulus 2.16E+09 Pa Inversion”
Viscosity 0.001 kg/ms Table

Grain density 2.650 g/cm? Table

Grain bulk modulus 3.84E+10 Pa Inversion
Tortuosity 1.35 SAX’99 data®
Pore size parameter 4.89E-05 m Calculated*
Permeability 2.5E-11 m2 SAX’99 data
“See Ref. 13.

"See Ref. 15.

“See Ref. 16.

“See Ref. 19.
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TABLE III. The grain shearing model parameters.

Parameter Value Source
Comp. frequency 30 kHz Measured
Comp. sound speed 1740 m/s Measured
Comp. attenuation 7.5 dB/m SAX99 data®
Shear frequency 312 Hz Measured®
Shear sound speed 80 m/s Measured®
Shear attenuation 0.9 dB/m Measured
“See Ref. 16.

*See Ref. 17.

sional sound speed in the calibration tank was measured was
30 kHz."* The frequency of the shear sound speed measure-
ment is 312 kHz."” The remaining values are from Table II.
The plane wave reflection coefficient (PWRC) models calcu-
lated with the common parameters were modified with PWD
to include spherical wave effects and then compared to the
measured spherical wave reflection coefficient.

D. Data/model comparison

In order to compare the data with the predictive models,
three frequency bands were chosen of the ten measured.
These bands were centered at 54, 102, and 125 kHz. These
data were indicative of the quality of the entire data set. The
model predictions compared with the data are shown in Figs.
12-14. The data are shown with a 95% confidence interval.

Qualitatively, at 54 kHz, (Fig. 12), the elastic and grain
shearing models are all underpredicting the bottom loss by
almost 1 dB from the mean although these models do fit
within the error. The EDFM, however, overpredicts the
losses above the critical angle. However, this model is also
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FIG. 12. Spherical wave models compared to measurements at 1.27 m,
5 Hz. All models lie within the 95% confidence interval.
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FIG. 13. Spherical wave models compared to measurements at 1.27 m,
102 kHz. All models lie within the 95% confidence interval.

within the 95% confidence interval. All three models predict
the critical angle within about 3° and correctly predict the
phase behavior.

For the higher frequencies, the elastic and grain shearing
models under predict the value of the reflection coefficient at
high grazing angles while the EDFM model predicts the
mean value. In fact, both the fluid and grain shearing models
predict values that are not within the 95% confidence interval
of the data. EDFM model predicts a lower than measured
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FIG. 14. Spherical wave models compared to measurements at 1.27 m spac-
ing, 125 kHz. Only the poroelastic, EDFM lies within the 95% confidence
interval.
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TABLE IV. 1.27 m average error results.

Frequency 54 kHz 102 kHz 125 kHz
Elastic (%) 8.1 6.3 10.7
Grain shearing (%) 10.2 8.3 12.8
EDFM (%) 8.1 5.6 53
Angle 15° 30° 45°
Elastic (%) 4.6 6.6 15.4
Grain shearing (%) 7.1 11 15.9
EDFM (%) 6.3 7.7 6.8

value for of the reflection coefficient at the critical angle,
however, the prediction is still within the 95% confidence
interval. All three models correctly predict the phase behav-
ior at 54 kHz although the phase measurement becomes
more unstable at higher frequencies. At 125 kHz none of the
models predict the phase behavior subcritically.

The three models were quantitatively compared by tak-
ing the mean absolute relative error averaged over the angle
range at 54, 102, and 125 kHz. The mean relative error was
also considered averaged over frequency at three angles, 15°,
30°, and 45°. The results are shown in Table IV.

The elastic model performs slightly better at low angles,
while the poroelastic model is significantly more accurate at
higher angles and high frequencies. This is in agreement to
the results from Williams who found that at lower frequen-
cies, the water is locked to the frame and the total mass
density is in closer agreement with the effective density.3

A sensitivity analysis was performed on the EDFM
model for three parameters: the fluid bulk modulus, the grain
bulk modulus, and the tortuosity. The analysis was per-
formed since the fluid bulk modulus and the grain bulk
modulus were determined from an inversion of the same data
set and the tortuosity was measured within a range at SAX
99.'° The range of parameters tested are given in Table V.
The fluid bulk modulus range is determined to be a propor-
tional range as determined at SAX 99 for seawater. The
range of the grain bulk modulus is taken from the 95% con-
fidence interval of the measurements in Ref. 19. The tortu-
osity range is given by the measurement at SAX 99.'% All
possible combinations of these parameters were calculated
and the range of solutions is shown in Fig. 15 compared with
the measured data and the elastic solution for all angles at
125 kHz [Fig. 15(a)] and for all frequencies at an angle of
50 deg. [Fig. 15(b)]. As shown in the figure, the poroelastic
model at all range combinations is significantly different

TABLE V. Ranges for the three underdetermined parameters from the
poroelastic model. The fluid bulk modulus has the same proportional range
as that measured at SAX 99 (see. Ref. 16). The grain bulk modulus range
was measured in 1998 by Briggs et al. (see Ref. 20). The range for the
tortuosity was measured at SAX 99 (see Ref. 16).
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FIG. 15. Sensitivity analysis of three parameters for the poroelastic model.
Shown in the figure are all of the combinations of the parameter ranges from
Table V compared to the measured data and the elastic model predictions. In
(a) are shown the angle dependent measurements and predictions at
125 kHz. In (b) are shown the frequency dependent predictions at 50 deg.
There is still significant difference between the poroelastic model predic-
tions and the elastic model at high frequencies and grazing angles.

from the elastic model at high grazing angles and a better fit
for the data at high grazing angles and frequencies.

E. Data variance

The standard deviation at high grazing angles and high
frequencies in the data is typically 2 dB or more. The varia-
tion of the data as measured with the scintillation index is
highly dependent on both frequency and angle as shown in
Fig. 16.

There are several effects that may contribute to the
variation. These include interface scattering, volume scatter-
ing, layering, and gradients and variation of bulk sediment
properties. Additional sources of error associated with the
experimental technique or data analysis are not suspected
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K,-Gpa 32 49 FIG. 16. Scintillation index of the data at 20 and 50 deg grazing as a
m? 1.19 1.57 function of frequency. The variability has a strong dependence on the fre-

quency and grazing angle.
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FIG. 17. A comparison of two methods of determining the reflection coef-
ficient: (1) computing the ratio of the reflected path peak height of the
Weiner filtered response to that or the direct path and (2) computing the ratio
of the reflected path peak area of the Weiner filtered response to that of the
direct path. The second method, energy average, is considered the upper
bound of the reflection coefficient as it may include effects of volume scat-
tering and multiple layers. The peak height method represents the lower
bound of the reflection coefficient.

because of the extremely consistent measurements of the air/
water interface. As shown in Fig. 7, the standard deviation of
the air/water interface is less than 0.1 dB for the 1.2 m data.

If the interface roughness is small compared to the
acoustic wave length, scattering can be considered a station-
ary random process and the mean value of the reflection
coefficient should not be affected.?! However, for this experi-
ment, the Rayleigh parameter was not much less than 1 for
all frequencies. An estimate of the contribution of the inter-
face scattering can be obtained by comparing the peak height
measurement of the reflection coefficient with the energy av-
erage value. The peak height measurement, which is used
throughout this study, is determined by calculating the ratio
of the reflected path peak height of the intensity of the rep-
lica correlation to that of the direct path. The energy average
value is made by computing the ratio of the area under the
reflected path peak of the intensity of the replica correlation
to that of the direct path. The energy average measurement
will include contributions of the scattered energy which will
arrive at slightly different times than the energy that is di-
rectly reflected. However, the energy average may also in-
clude contributions from multiple layers and is considered
the upper bound for the value of the reflection coefficient. In
contrast, the peak height measurement will only include en-
ergy that is reflected along the shortest path and is considered
the lower bound for the reflection coefficient. Shown in Fig.
17 are the energy average measurement in light gray com-
pared with the peak height measurement in black at 50 deg
grazing. The 95% confidence interval is indicated by the
dashed lines. As shown in the figure, the energy average
reflection coefficient is about 1-2 dB higher than the peak
height reflection coefficient. It is unknown whether this ef-
fect is caused by interface scattering, multiple layers, or vol-
ume scattering. This issue will be considered in subsequent
publications.
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Bulk variations as defined by the fluid or viscoelastic
models are not suspected to account for the high degree of
variation in the data. In fact, if these variations were due to
spatially dependent bulk sediment properties, there would be
roughly a 230% difference in the local sediment impedances
along the tested area. This equates to sound speed and den-
sity changes on the order of 1200-3200 m/s and
0.9-5.4 g/cm?, respectively. These limits are significantly
outside the realm of independent measurements.

The analysis of the effects which are causing the high
variation in the data is outside the scope of this paper and
will be considered in subsequent publications.

VI. CONCLUSION

PWD was used to modify three plane wave reflection
coefficient models to include spherical wave effects. The re-
sulting spherical wave reflection coefficients were compared
to experimental measurements. The measurements were
taken from unwashed river sediment from 5° to 75° grazing
at frequencies from 30 to 160 kHz. Two different transducer
ranges were used, 1.27 and 0.25 m. Thirty different locations
were tested to insure statistical significance.

The data were shown to have significant contributions
from spherical wave effects that were dependent on fre-
quency and range. The plane wave models overpredicted the
location of the critical angle by 5° and 12° for the 1.27 and
0.25 m data, respectively. The spherical wave model as cal-
culated by plane wave decomposition correctly predicted the
location of the critical angle. Plane wave decomposition did
not significantly alter the phase prediction.

The 1.27 m data were compared with three current mod-
els for acoustic interaction with sandy sediments. Each
model was calculated using plane wave decomposition to
correct for spherical wave effects. It was found that the vis-
coelastic model and grain shearing model predictions were
not within the 95% confidence interval at high frequencies
and angles.

The data exhibited high variance which was frequency
and angle dependent. This variance is not likely to be caused
by variations in bulk properties as defined by the fluid or
viscoelastic models. The cause of the variance will be con-
sidered in subsequent publications.

In conclusion, these reflection coefficient measurements
suggest that plane wave decomposition is a viable method
for computing the effects of spherical waves. Furthermore,
the data suggest that the poroelastic model is the best predic-
tor for the reflection coefficient from sandy sediments.
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A fast near-field method for calculations of time-harmonic

and transient pressures produced by triangular pistons
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Analytical expressions are demonstrated for fast calculations of time-harmonic and transient
near-field pressures generated by triangular pistons. These fast expressions remove singularities
from the impulse response, thereby reducing the computation time and the peak numerical error
with a general formula that describes the near-field pressure produced by any triangular piston
geometry. The time-domain expressions are further accelerated by a time-space decomposition
approach that analytically separates the spatial and temporal components of the numerically
computed transient pressure. Applied to a Hanning-weighted input pulse, time-space decomposition
converts each spatio-temporal integral into six spatial integral evaluations at each field point.
Time-harmonic and transient calculations are evaluated for an equilateral triangle with sides equal
to four wavelengths, and the resulting errors are compared to pressures obtained with exact and
approximate implementations of the impulse response method. The results show that the fast
near-field method achieves smaller maximum errors and is consistently faster than the impulse
response and methods that approximate the impulse response. © 2006 Acoustical Society of

America. [DOI: 10.1121/1.2356839]

PACS number(s): 43.20.Rz, 43.20.Px, 43.20.El, 43.35.Bf [TDM]

I. INTRODUCTION

As increasingly complex transducer geometries are
adopted for emerging applications of ultrasound imaging and
therapy, new methods are needed for rapid calculations of
pressure fields produced by these transducers. Fast numerical
calculations are especially important for simulations of
phased array structures containing hundreds or thousands of
transducers that generate pressures in large computational
domains. Simulation methods that either directly evaluate the
impulse responsel’4 or subdivide each transducer into
smaller subelements and then superpose the pressures’6 pro-
vide a convenient model for these calculations, but in the
near-field region, the convergence of these methods is rela-
tively slow.” Furthermore, numerical implementations of the
impulse response for flat unfocused transducers encounter
some difficulties throughout the paraxial region.gf10

The numerical problems with the impulse response are
eliminated with the fast near-field method (FNM) defined
previously for circular’ and rectangular]0 sources. The FNM
also reduces the numerical error and the computation time
relative to calculations that employ the impulse response.
Further reductions in the computation time with FNM ex-
pressions are achieved through a time-space decomposition
approach that separates the temporal and spatial components
for transient pressure calculations.” The resulting expressions
contain a small number of spatial integrals that are evaluated
numerically and then multiplied by analytical temporal
terms. The time-space decomposition approach applied to a
circular piston accelerates transient pressure calculations by

“Electronic mail: mcgough@egr.msu.edu
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exploiting the structure of the FNM integral, achieving the
same numerical error as the impulse response in much less
time.

The substantial reduction in computation time demon-
strated by the FNM for calculations of near-field pressures
generated by circular and rectangular pistons motivates the
derivation of similar integral expressions for triangular
sources. After the impulse response is obtained for right,
acute, and obtuse triangular sources, general FNM expres-
sions for time-harmonic and transient inputs are then dem-
onstrated for a triangular source, and the time-space decom-
position of the FNM integral is presented for a transient
excitation. Based on these expressions for the near-field pres-
sure generated by a triangular source, computation times are
evaluated for the same peak numerical errors. For time-
harmonic inputs applied to a triangular source, results show
that FNM calculations are several times faster than both ex-
act and approximate impulse response calculations, and for
pulsed excitations, results demonstrate that FNM calcula-
tions performed with time-space decomposition are also
much faster than exact and approximate impulse response
calculations for triangular piston geometries.

Il. TIME-HARMONIC AND TRANSIENT NEAR-FIELD
PRESSURE CALCULATIONS FOR TRIANGULAR
SOURCES

A. Impulse response calculations
for a triangular source

The geometry for a right triangular source with a right
angle /. BCA at vertex C is depicted in Fig. 1(a). For this
right triangle and the triangles in Figs. 1(b) and I(c), the
impulse response is evaluated at a point directly over the

© 2006 Acoustical Society of America



E

(a) Triangular source with right
angle at LZBCA.

(b) Triangular source with acute ZBCA.

m

{c) Triangular source with obtuse
ZBCA.

FIG. 1. Triangular source geometries defined for near-field pressure calculations. The near-field pressure is evaluated above the vertex A (indicated in bold),
and the shape of the triangle (right, acute, or obtuse) is defined by the angle ~BCA. The height of each triangle is indicated by /, and the bases of the
individual right triangles are indicated by s, s,, and s,. The acute triangle in (b) is represented by the sum of two right triangles, and the obtuse triangle in (c)

is defined as the difference between two right triangles.

vertex A (indicated in bold in Fig. 1), where the orthogonal
projection of the observation point onto the source plane is
exactly coincident with the vertex A, and the distance from
the observation point to the source plane along this orthogo-
nal projection is represented by the variable z. In Fig. 1(a),
the acute angle ~ CAB=tan"!(s/l) defines the angular extent
of sector EAB with radius VI>+s% which has an impulse
response of c/(2) tan~!(s/l) for (z/c)<t<\z>+I+s%/c.
The impulse response for the right triangle AABC contained

within the sector EAB is obtained by subtracting the impulse
response of the region ECB between the curved outer edge
of the sector and the near edge of the right triangle so that
only the contribution from the right triangle AABC remains.
The impulse response of the region ECB is
c/2mcos (122 =22) for VER+P/c<t<\2+P+s%/c,
and therefore the impulse response at an orthogonal distance
z above the vertex A is

( \“’Z2+ 12
c/(2m)tan™" (s/1) for i<t<
¢
Bion(231) = 9 i [y = |
righ(Z37) c/(2) tan’l(s/l)—cos_l—,—22 > for = T2 *! < <X TEEY tlHs . M
NCTm =2 c c
\0 otherwise

For other triangular sources, the impulse response is readily constructed from the sum or difference between two right
triangles. Figure 1(b) contains an example of a triangular source with an acute angle £ BCA at vertex C. The expression for
the impulse response evaluated at a point directly over the vertex A is obtained by evaluating the sum of the contributions from
the right triangles £ CDA and £ BDA, each with a right angle at vertex D. The resulting impulse response above the vertex A

in Fig. 1(b) is represented by
(

2.2

77 +1
c/(2m){tan! (s,/1) + tan~" (s,/1)} for - <t< ALSh

c c
C —_— | 2 12 / 2+lz+ 2
—{tan"!(s,/1) + tan~!(so/1) = 2 cos ' (IINc** = 2°)}  for AL <r< eri %
hsum(z;t) = < 2 C C (2)
2. p (2, 2, 2
S5 179+ 1+ 1727+ 17+
c/(2m){tan™!(s,/1) — cos™ (I/\ 21> - 22)} for = Do ll ,
c c
LO otherwise

where the values of s, and s, are selected such that s;=s,.
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Similarly, Fig. 1(c) contains an example of a triangular source with an obtuse angle £ BCA at vertex C, where the impulse
response is again evaluated at a point directly over the vertex A, but the impulse response is instead evaluated for the difference
between two right triangles. The impulse response for the triangle in Fig. 1(c) is

r

c/(2ar){tan™"(s,/1) — tan™'(s,/1)}

haig(z;0) = < 53 o
ainl:1) c/(2m){tan™ (s,/1) — cos™ (I/\?r* - 22)}

\

where the values of s; and s, are selected such that s; > s,.

1. Time-harmonic impulse response calcuations

The time-harmonic pressure generated by these triangu-
lar source geometries is proportional to the Fourier transform
of the impulse response. Therefore, the formula for the time-
harmonic pressure generated by the right triangle in Fig. 1(a)
is

wpe™ | j

s .
. _rFor= )/ —-12 —jkz
Piign(z:k) = i Pl !
L a1 g Pas?
k
(2,12, 2
NZo+ [ +s . [
—jkB, -1 -
+ f . ¢7Peos ’,ﬁdﬁ . (4)
Nz7+l \/B Z

The time-harmonic pressures that are produced by the re-
maining triangles depicted in Figs. 1(b) and 1(c) are obtained
by adding and subtracting the contributions of two right tri-
angles, as for calculations of the impulse response in Egs. (2)
and (3), respectively.

2. Transient impulse response calculations

Transient near-field pressures are computed with the im-
pulse response through the convolution

p(z:1) = pov (1) ® h(z;1), (5)

where the time derivative of the particle velocity v(r) is
evaluated analytically from the excitation pulse v(f), and the
convolution ® is evaluated with the fast Fourier transform
(FFT). In particular, the discrete Fourier transforms of v(r)
and h(z,r) are computed with the FFT, the results are multi-
plied, and the inverse FFT is applied to the product. The
forward and inverse FFT routines are computed with the
Fastest Fourier Transform in the West (FFTW) libratry.11

3. FIELD Il

FIELD II is a software package12 that computes the im-
pulse response either by superposing far-field contributions
from small rectangles or by evaluating expressions similar to
Egs. (1)—=(3). With both approaches, FIELD 1II modifies the
impulse response according to the area under the impulse
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z
for — <1t
c

——
N2+ P+ s%

<
C
[2 . 12, 2 2.2, 2
N2+ P+ s N2+ P s (3)
YL i
C C

0 otherwise

response curve." This modification allows FIELD II to reduce
the temporal sampling for impulse response calculations,
which are directly applicable to transient and steady-state
near-field pressure computations.

4. Smoothed impulse response
The Fourier transform of Eq. (5) is
P(z;0) = jowpyV(w)H(z,w). (6)

Normally, the excitation V(w) is bandlimited, so the high-
frequency components in the Fourier transform H(z;w) of
the impulse response are negligible. To exploit the bandlim-
ited characteristics of the excitation v(z), the formula for a
smoothed impulse response is given by14

O(c(t+ At/2)) = O(c(t — At/2))
2mtcAt

hsmooth(z;t) = s (7)
where O(ct) is the area that formed by the intersection of the
transducer and the sphere with radius ct centered at the ob-
servation point, and At is the length of the rectangular pulse
that smooths the analytical impulse response. The constraint

(8)

JE max < E
insures proper smoothing, where fg... is the highest-
frequency component of the excitation pulse, and Atf
=0.02 us in the simulations that follow. The result ob-
tained from Eq. (7) is then directly applied to calculations
of the near-field pressure for time-harmonic and transient
inputs.

B. The fast near-field method for a triangular source

Integral expressions that describe the fast near-field
method (FNM) for a triangular source excited by a time-
harmonic input are obtained by replacing the inverse cosine
term with the integral form of the inverse tangent and then
exchanging the order of integration in the impulse response
expressions for right, acute, and obtuse triangles. After de-
fining a new variable of integration and subtracting the sin-
gularity at z=0 from each integrand, the resulting FNM ex-
pression for a right triangle [Fig. 1(a)], the sum of two right
triangles [Fig. 1(b)] that share a common side of length /, and

Chen et al.: Fast near-field method for triangular pistons



the difference between two right triangles [Fig. 1(c)] that
share a common side of length / is

pcvej"”JxB l
P(z;k)=-
@k) 2w J., o+

X(e Mo + 22+ P - eM)do, )

where [ represents the height of the triangle, and xz and x.
represent the x coordinates of B and C, respectively. In Figs.
1(a)-1(c), the values of (xz,xc) are (s,0), (s;,—s,), and
(s1,5,), respectively. Thus, a single FNM expression repre-
sents all three triangle geometries in Fig. 1, whereas the im-
pulse response requires a separate expression for each tri-
angle in Fig. 1.

1. Transient FNM calculations

The inverse Fourier transform of Eq. (9) generates the
FNM expression for the transient response. The transient
pressure generated by a triangular source above the vertex A
is represented by

pc B 1
) =— —
P 2’7TJ; P+d?
C

X [v(t— lsz+ o+ 12> —v(t—z/c)]dtr, (10)
c

where the transient excitation is represented by v(z). By re-
taining the v(r—z/c) term within the integral and subtracting
the singularity, Eq. (10) maintains the rapid rate of conver-
gence achieved for time-harmonic calculations with Eq. (9).

2. Time-space decomposition

Transient FNM computations are accelerated by decou-
pling the temporal and spatial dependence of Eq. (10). The
time-space decomposition approach, demonstrated previ-
ously for a circular source,’ expands the delayed input pulse
v(r—7) in terms of temporal weighting functions g,(f) and
spatially dependent terms f,(7) that depend only on the co-
ordinates of the observation point and the variable of inte-
gration o through 7=(1/c)Vz>+0?+12. The decoupled input
pulse is thus represented by

v(r- T)—rect< >Efn (1)g,(0). (11)

where the time duration of the pulse is indicated by the pa-
rameter W. The decomposed pulse in Eq. (11) is then in-
serted into Eq. (10), and then time-dependent terms are fac-
tored out of the integral. The result consists of N edge wave
terms specified by

E,=- 2771 0]_‘;(7')2 rect (t;WT>d0' (12)
xc

and a direct wave term given by
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pc B
D=—-—uv(t-2zlc)! ———do. 13
S =) L 2+ 1247 (13)

The temporal dependence of the edge wave integrand in Eq.
(12) is eliminated when the effect of the rect function is
instead shifted to the limits of integration. This operation,
which restricts the edge wave contributions by only consid-
ering those that have reached the observation point without
completely passing the observation point, completely re-
moves all temporal variables from the integrand. As a result,
calculations of transient pressure fields are converted into the
numerical evaluation and subsequent superposition of N spa-
tial integrals that are weighted by analytical time-dependent
terms. Further reduction in the computation time is achieved
by storing redundant edge wave calculations from Eq. (12) in
the matrix

J
Koli) = 2wy f"(T[ ;’;D . (14)

In Eq. (14), w,, represents the weights and o, represents the
abscissas computed for Gauss quadrature, the value of 7[,,]
is obtained from the relation 7[o,,]=(1/ c)\zz+a'fn+lz, and
the indices i and j indicate the shortest and longest times
that correspond to the limits of integration. The values in
the K,(i,j) are initialized within the computation proce-
dure only for the points that are needed, and then the
time-space decomposition calculations superpose the nu-
merically computed results of the spatial integrals with
analytical time-dependent weighting factors to achieve a
significant reduction in computation time for transient
pressure calculations in the near-field region.

C. Superposition calculations with impulse response
and FNM expressions

At observation points away from the normal that passes
through a vertex of the triangular source, impulse response
and FNM calculations project the observation point onto the
source plane and then superpose the contributions from two
or three triangles as in Fig. 2. The contributions from three
triangles are either added, as shown in Fig. 2(a) for an ob-
servation point within the lateral extent of the source triangle
AABC, or added and subtracted as demonstrated in Fig. 2(b)
for an observation point outside of the lateral extent of the
source triangle. Whether a contribution is added or sub-
tracted depends on the location of the projected observation
point in the source plane relative to each side of the triangu-
lar source.

The FNM admits some additional simplifications for
near-field calculations of pressures generated by the triangle
AABC in Fig. 2. If the three lines that are coincident with the
three sides of the source triangle AABC are defined in the
general form Ex+F;y+G;=0, then the distances from the
projected observation point to each of the three sides are
represented by [;=|Ex+Fy+G;|/VE:+F?. Likewise, the
sign of each contribution is defined as S;=(Ex+F;y
+G))/|Ex+Fy+G,| for coefficients E;, F;, and G; chosen
such that §; is positive within the lateral extent of the source
AABC. Furthermore, the lower and upper limits of integra-
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(a)

(b)

FIG. 2. Superposition operations that calculate near-field pressures generated by the equilateral triangular source ABC, where each side is 4 wavelengths long.
The vertex D (indicated in bold) is the projection of the observation point onto the source plane, which partitions the radiating source into three triangles with
sides (a;,b;,c;). (a) The field point is located inside of the equilateral triangular source, and the total field is obtained by adding the contributions from the three
triangles that share a vertex at D. (b) The field point is located outside of the equilateral triangular source, and the total pressure is obtained by adding and

subtracting the contributions from the three triangles that share a vertex at D.

tion are defined as (aiz—biz—ciz)/(2ci) and (ai2+ci2—b%)/(2c,v),
respectively. The resulting near-field pressure generated by
AABC in Fig. 2 is therefore represented by

3
pcve]"”z Ex+Fy+G;
VEZ+ F?

P(x,y,z;k) =— -
i=1

2¢; d . (15
o+ 1 7 (13)

2,2 ;2 . .
aj+ci=b; e—]k\e’02+z2+l? e—_/kz
a

1
232" 2
i—bi—=¢i

2¢;

i

Calculations with Eq. (15) compute the values of ¢;, E;, F;,
and G; only once for each edge of AABC, whereas the val-
ues of a; and b; are calculated once for each (x,y) pair.
Unlike the expressions for the impulse response that change
depending on the spatial coordinate, Eq. (15) is a general
formula that computes the near-field pressure with a single
expression that is valid at all points in space.

D. Transient input waveform

Evaluations of the impulse response and the FNM with
time-space decomposition are performed for the Hanning-
weighted pulse specified by

v(r) = %[1 — cos(2art/W) Jsin(2 mfyt)rect(t/W), (16)

where rect()=1 if r €[0, 1] and rect(t)=0 otherwise. In the
simulations that follow, the input is a Hanning-weighted
pulse with a center frequency f,=2 MHz and a pulse du-
ration W=1.5 us. Time-space decomposition performed
on this pulse with N=6 yields the entries in Table I, where
the spatial edge wave integral in Eq. (12) is evaluated
once for each row entry applied to each edge of the source
triangle AABC in Fig. 2, and then the results are weighted
by the temporal basis functions in Table I.
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E. Error calculations

For time-harmonic near-field pressure calculations, the
numerical error 7(x,y,z) is defined as the normalized differ-
ence between the reference field and the computed field ac-
cording to

|P(x,y.,2) = Pre(x,y.2)|
7(x,y,2) =
maX|Pref(x’yaZ)|

(17)

where P,.¢(x,y,z) is the reference time-harmonic near-field
pressure. For transient near-field pressure calculations, the
numerical error 7(x,y,z) between the computed transient
field and the reference transient field is defined by

lp(x.y.2:0) = pre(x,y,2:0)||

maxx,y,z”pref(X,y, 75t) | ’

where ||-|| denotes the energy norm used with respect to time,
and p,.¢(x,y,z;1) is the reference transient pressure field as
a function of time. The maximum error is defined as
Mmax=Max, , . 7(x,y,z), and this value is computed for both
time-harmonic and transient excitations.

7(x,y,2) = (18)

lll. RESULTS

All simulation programs are written in C, then compiled
and executed within a MATLAB-C language MEX interface.
The simulations are performed on an eMachines T3958 per-

TABLE 1. Basis functions for time-space decomposition with a Hanning-
weighted pulse.

Temporal basis functions g, (7) Spatial basis functions f,(7)

21(0=1/2 sin(27for)
g:()=—1/2 cos(2mfyt)
J()=—1/2 cos(2at / Wsin(2mfyr)

fi(n)=cos(2mfy7)

Fon)=sin@fy)
Fy(n)=cos(2mr/ Wcos(2mfyr)
f4(T)=Cos(27r7'/ W)SiH(ZWfOT)
f5(n)= sin 277/ W)cos(waOT)
fo(n)= sin(27-r7'/ W)sin(27rf07)

oy

(
g4(H=1/2 cos(27-rt/ W)cos(27rf0t)
g5(0)=1/2 sin(27t/ Wsin(27rf,1)
g6(t)=1/2 sin(27t/ Weos(2fyr)
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FIG. 3. Simulated time-harmonic pressure field in the x=0 plane for an
equilateral triangular source with sides equal to 4 wavelengths. The refer-
ence field is generated by the impulse response method computed with
100 000-point Gauss quadrature.

sonal computer with a 2.93-MHz Celeron D processor. The
operating system on this computer is Fedora Core 3 Linux.
All simulations are run sequentially under similar operating
conditions.

A. Time-harmonic near-field pressure calculations
1. Reference pressure distribution

The reference pressure field is computed in Fig. 3 for an
equilateral triangular source with sides equal to 4 wave-
lengths. In Fig. 3, the acoustic field is evaluated in the x=0
plane defined in Fig. 2. The reference near-field pressure
distributions in Fig. 3 are obtained when the impulse re-
sponse is calculated for all triangles with 100 000-point
Gauss quadrature. This pressure distribution is selected as
the reference because near-field pressures computed with
100 000 abscissas produce normalized errors that converge
to 15 significant digits throughout the near-field region,
which represents the smallest error achievable with double-
precision arithmetic.

2. FNM and impulse response calculations

The numerical errors and computation times for the fast
near-field method and the impulse response method are
shown in Fig. 4. For the FNM, the exact impulse response,
and FIELD I with “use_triangles,” near-field pressures are
evaluated in an 81X 101-point grid in the x=0 plane as
shown in Fig. 3. FIELD I with “use_rectangles” and the
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FIG. 4. Peak normalized error for calculations of near-field pressures gen-
erated by the triangular source in Fig. 2 plotted as a function of the compu-
tation time. The results show that the FNM consistently achieves smaller
errors in less time than exact and approximate impulse response calculations
for time-harmonic excitations.

smoothed impulse response require an offset due to a singu-
larity on the piston face and are therefore evaluated on a
smaller 81 X 86-point grid. The FNM and the exact impulse
response are evaluated with Gauss quadrature, and all three
integrals corresponding to the three sides of the source tri-
angles are evaluated with the same number of abscissas. The
remaining methods that approximate the uniformly sampled
impulse response (i.e., FIELD 1I and the smoothed impulse
response) are evaluated with the midpoint rule as described
in the user’s guide on the FIELD 1 website (http://
www.es.oersted.dtu.dk/staff/jaj/field/). Figure 4 shows that
the error for a given computation time is consistently smaller
with the FNM, where smaller errors are located nearer to the
horizontal axis on the bottom of this log-log plot. Likewise,
the time required to achieve a given error is consistently
smaller with the FNM, since the FNM plot is consistently
located to the left of the impulse response plot.
Comparisons between the impulse response and the
FNM evaluated for the same peak error are summarized in
Table II. For a 10% peak error, the FNM is 4.39 times faster
than the impulse response, and for a 1% peak error, the FNM
is 3.44 times faster than the impulse response for this grid
and piston geometry. Even greater improvements are ob-
served for smaller peak error values due to the rapid conver-
gence of the FNM. Although these values change somewhat
for different source and grid geometries, the FNM is consis-

TABLE II. Number of Gauss abscissas, computation times, and time ratios that describe the reduction in the computation time achieved with the fast near-field
method relative to the impulse response and methods that approximate the impulse response for peak errors of 10% and 1%. The FNM and exact impulse
response results are evaluated for time-harmonic calculations on a 81 X 101-point grid located in the x=0 plane, and the FIELD 1 and smoothed impulse
response results are evaluated on an 81 X 86-point grid in the x=0 plane that is slightly offset from the transducer face.

Time-harmonic Near-field computations

10% peak error

1% peak error

Impulse FIELD II Smoothed Impulse FIELD II Smoothed
FNM response use_triangles impulse response FNM response use_triangles impulse response
Parameters N=8 N=11 fs=16 MHz fs=32 MHz N=11 N=12 fs=32 MHz fs=128 MHz
Time 0.0938 s 04112's 27212 s 1.0051 s 0.1286 s 0.4419 s 3.3993 s 4.0130 s
Time ratio 1 4.39 29.02 10.72 1 3.44 26.43 31.21
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tently faster than the exact and the approximate impulse re-
sponse for near-field calculations of time-harmonic pres-
sures.

3. FIELD Il calculations

The FIELD 1 simulation program12 includes the “use
_triangles’” option for calculations that model rectangular
and triangular pistons as the superposition of triangular
sources. For calculations of time-harmonic pressures with
the “use_triangles” option applied to the source geometry in
Fig. 2, FIELD Il requires a temporal sampling frequency of
fs=16 MHz to achieve a peak error of 10%. The computa-
tion time for FIELD II with “use_triangles” is 29.02 times
slower than the FNM evaluated on the same grid. For time-
harmonic calculations, FIELD 1 with the “use_triangles” op-
tion requires a temporal sampling frequency of f,=32 MHz
to achieve a peak error of 1%. This results in a computation
time that is 26.43 times longer than that required for the
FNM evaluated on the same grid.

FIELD TI also provides a “use_rectangles” option that in-
troduces a numerical singularity on the piston surface, so the
pressure is evaluated on a smaller 81 X 86-point spatial grid
that is offset from the piston face. FIELD 11 with “use
_rectangles” evaluated on this reduced grid produces a 10%
peak error in 0.8908 s, which is 9.5 times slower than the
FNM on the full 81 X 101-point grid. For a 1% peak error,
FIELD 11 with “use_rectangles” computes the result on the
restricted grid in 218.2492 s, which is 1697 times slower
than the FNM on the full grid. Only the four fastest methods
(on average) are tabulated, so the FIELD Il “use_rectangles”
calculation results are plotted in Fig. 4 but not included in
Table 1II.

4. Smoothed impulse response calculations

Time-harmonic calculations with the smoothed impulse
response14 evaluate the pressure on a smaller 81 X 86-point
spatial grid that is offset from the piston face. The offset is
required for smoothed impulse response calculations so that
the singularity in Eq. (7) on the piston face is avoided. For
calculations of the time-harmonic pressure generated by the
triangular source depicted in Fig. 2 and evaluated within an
81X 86-point subset of the grid shown in Fig. 3, the
smoothed impulse calculation converges to a peak error of
10% with a temporal sampling rate of f;=32 MHz. This
computation is completed in 1.0105 s, which is 10.74 times
longer than the time required for the corresponding FNM
calculation evaluated on a larger 81 X 101-point spatial grid.
Time-harmonic calculations with the smoothed impulse re-
sponse achieve a peak error of 1% for a temporal sampling
rate of f,=128 MHz. This computation is completed in
3.9983 s, which is 31.26 times longer than time required to
obtain the FNM result with 1% peak error in Table II.

B. Transient near-field pressure calculations
1. Reference pressure distribution

The reference near-field pressure distribution for tran-
sient excitations is calculated with impulse response wave-
forms that are sampled at f,=524.288 GHz, zero padded, and
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FIG. 5. Simulated transient pressure field in the x=0 plane for a equilateral
triangular source with sides equal to 4 wavelengths. For this calculation, the
excitation is the Hanning-weighted pulse in Eq. (16), and the transient pres-
sure is evaluated at 85 time points in an 81 X 101-point grid. The result is
plotted at 1.8125 us after the initiation of the input pulse.

convolved with FFTs. The resulting temporal variations in
the near-field pressure, which are evaluated for an equilateral
triangular piston with 4 wavelengths on each side, are then
downsampled and stored at f;=16 MHz. The reference field
is calculated for a sound speed of c=1.5 mm/us on an 81
X 101-point spatial grid evaluated at 85 time points, and the
result at time r=1.8125 us is shown in Fig. 5. This error
reference is accurate to five significant digits for calculations
in the x=0 plane.

2. FNM and impulse response calculations

Figure 6 plots the numerical error as a function of the
computation time for the FNM with time-space decomposi-
tion and calculations based on the impulse response method.
All methods, except for FIELD 11 with “use_rectangles” and
the smoothed impulse response, are evaluated relative to an
81X 101-spatial point reference transient pressure distribu-
tion computed at 85 time points. FIELD I with “use
_rectangles” and the smoothed impulse response are singular
at the piston face, so a smaller 81 X 86-point spatial grid that
incorporates an offset from the piston face is again required
for transient field computations. The input for the reference
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FIG. 6. The peak normalized error plotted as a function of the computation
time for the FNM/time-space decomposition method, the impulse response
method, and methods that approximate the impulse response. These errors
and times are evaluated for transient near-field calculations of an equilateral
triangular source with sides equal to 4 wavelengths. The excitation for these
calculations is a Hanning-weighted pulse with a center frequency of 2 MHz.

Chen et al.: Fast near-field method for triangular pistons



TABLE III. Comparisons of computation times, input parameters, and time ratios that describe the reduction in the computation time achieved with the FNM
and time-space decomposition relative to the exact and approximate impulse response for specified maximum errors of 10% and 1%. For FNM, impulse
response, and FIELD II calculations with “use_triangles,” these transient results are evaluated in an 81 X 101-spatial point computed at 85 time points, and for
the smoothed impulse response, the results are valued at the same temporal points in a restricted 81 X 86-point spatial grid.

Transient near-field computations

10% peak error

1% peak error

Impulse FIELD II Smoothed Impulse FIELD II Smoothed
FNM response use_triangles impulse response FNM response use_triangles impulse response
Parameters N=5 f,=128 MHz f,=16 MHz f,=32 MHz N=9 fs=1 GHz f,=64 MHz f,=128 MHz
Time 0.4867 s 1.8911 s 53317 s 1.0122 s 0.6160 s 23.5241 s 6.8078 s 4.1261 s
Time ratio 1 3.89 10.95 2.08 1 38.19 11.05 6.70

is generated by a Hanning-weighted pulse with a center fre-
quency of f,=2 MHz. The transient near-field pressures are
compared for f;=16 MHz, which is the original sampling
rate for the FNM calculations and the resulting rate after
downsampling for impulse response calculations. Figure 6
shows that the FNM with time-space decomposition is con-
sistently faster than the impulse response and the methods
that approximate the impulse response. Similarly, Fig. 6 in-
dicates that the FNM with time-space decomposition
achieves much smaller numerical errors than the impulse re-
sponse and approximations to the impulse response.

Table IIT shows that the FNM with time-space decom-
position achieves a 10% peak error with five Gauss abscissas
in 0.4867 s. To achieve a 1% peak error, the FNM with time-
space decomposition needs nine Gauss abscissas and the
computation time is 0.6160 s. In contrast, the impulse re-
sponse method achieves a peak error of 10% with a sampling
frequency of f,=128 MHz in 1.8911 s. To achieve a peak
error of 1%, the impulse response method requires a sam-
pling frequency of f,=1 GHz and a computation time of
23.5241 s. Thus, the reduction in the computation time with
time-space decomposition applied to the FNM relative to the
impulse response is a factor of 3.89 for a peak error of 10%
and a factor of 38.19 for a peak error of 1%.

3. FIELD Il calculations

The FIELD TI result obtained with the “use_triangles” op-
tion for the transient excitation in Eq. (16) requires a sam-
pling frequency of f,=16 MHz to achieve a peak error of
10%, and the computation time for this combination of pa-
rameters is 5.3317 s. For a peak error of 1%, FIELD 1l with
the “use_triangles” option requires a sampling frequency of
fs=64 MHz, and the computation time is 6.8078 s. There-
fore, the FNM with time-space decomposition is 10.95 times
faster than FIELD II with “use_triangles” for a peak error of
10% and 11.05 times faster for a peak error of 1%.

Transient FIELD T calculations that subdivide the aper-
ture into small rectangular sources with ‘“use_rectangles”
reach a peak error of 10% with a temporal sampling fre-
quency of f;=32MHz in 3.9926s. FIELD 1II with “use
_rectangles” achieves a peak error of 1% with a temporal
sampling frequency of f,=48 MHz in 221.6569 s. Therefore,
the FNM with time-space decomposition is 8.2 times faster
than FIELD 11 evaluated with subdivided rectangular sources
for a 10% peak error and 359.81 times faster than FIELD 11
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evaluated with subdivided rectangular sources for a 1% peak
error. As for the time-harmonic results shown in Table II,
only the four fastest methods (on average) are tabulated, so
FIELD II results obtained with “use_rectangles” are not in-
cluded in Table III.

4. Smoothed impulse response calculations

Transient calculations with the smoothed impulse re-
sponse in Eq. (7) evaluate the pressure at 85 time points on a
smaller 81 X 86-point spatial grid that is offset from the pis-
ton face. The offset is required in order to avoid the singu-
larity in Eq. (7) on the piston face. For calculations of the
time-harmonic pressure generated by the triangular source
depicted in Fig. 2 and evaluated within an 81 X 86-point sub-
set of the grid shown in Fig. 3, the smooth impulse calcula-
tion converges to a peak error of 10% with a temporal sam-
pling rate of f,=32 MHz. This computation is completed in
1.0122 s, which is 2.08 times longer than the time required
for the corresponding FNM calculation evaluated on a larger
81 X 101-point spatial grid. Time-harmonic calculations with
the smoothed impulse response achieve a peak error of 1%
for a temporal sampling rate of ;=128 MHz. This computa-
tion is completed in 4.1261 s, which is 6.7 times longer than
time required to obtain the FNM result with 1% peak error in
Table II.

IV. DISCUSSION

A. Time and error calculations

While computer processor speed and memory has in-
creased substantially in recent decades, the size and com-
plexity of ultrasound therapy and imaging simulations has
grown accordingly. Simulations of large ultrasound therapy
arrays are now applied to thousands of transducer elements
and computational volumes spanning hundreds of wave-
lengths in three dimensions, and simulations of diagnostic
imaging arrays have demonstrated a corresponding increase
in the number of active elements and the number of scatter-
ers. As a result, large simulations of ultrasound phased arrays
can require 24 h or longer on modern computers.

For these large simulations, the evaluation of computa-
tional time and numerical error is essential. The computation
time remains the primary bottleneck in these time-consuming
calculations, but fair comparisons of computation time also
require calculations of the numerical error. In recent years,
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evaluations of the numerical error have been neglected due
to the slow convergence of the impulse response and meth-
ods that approximate the impulse response. Figures 4 and 6
demonstrate this slow convergence, which is further empha-
sized by the time-harmonic reference field that requires
100 000 Gauss abscissas for convergence to 15 significant
digits and by the transient reference field that requires a sam-
pling frequency of f;=524.288 GHz for convergence to five
significant digits.

The rapid convergence of the FNM demonstrated in
Figs. 4 and 6 suggests that the FNM is ideal for calculating
near-field pressure reference fields. In Fig. 4, time-harmonic
FNM calculations converge within 15 significant digits in
less than one-third of the time that the impulse response
requires for convergence within five significant digits. Like-
wise, in Fig. 6, transient FNM calculations with time-space
decomposition converges within five significant digits in less
than one-fifth of the time that the impulse response requires
for convergence within two significant digits. In these simu-
lations of a triangular piston source excited by a pulse with a
center frequency of 2 MHz, impulse response calculations
require a sampling rate of 1 GHz to achieve only two sig-
nificant digits of accuracy, whereas the FNM with time-space
decomposition requires only nine Gauss abscissas applied to
each integral and a sampling rate of 16 MHz to achieve two
significant digits of accuracy throughout the near-field re-
gion.

B. Advantages of the FNM for time-harmonic and
transient calculations

The computational advantages of the FNM are obtained
from several sources. First, the FNM replaces time-
consuming calculations of inverse trigonometric functions
with a ratio of polynomials in the integrand. This reduces the
computation time without increasing the numerical error.
Second, the FNM reduces the numerical error by subtracting
a singularity in the integrand. This step, which reduces the
numerical error without significantly increasing the compu-
tation time, is particularly effective in eliminating numerical
problems that occur along the edge of the source and
throughout the paraxial region. Third, the FNM defines a
single analytical expression that describes the pressure
throughout the near-field region, whereas the impulse re-
sponse requires multiple expressions to define the field gen-
erated by a single source. Thus, relative to calculations that
employ exact or approximate calculations of the impulse re-
sponse, convergence is faster with the FNM, and the FNM
expressions are easier to evaluate.

The advantage of the FNM with time-space decomposi-
tion is that an integral expression with temporal and spatial
dependencies is replaced with an equivalent expression that
instead evaluates N spatial integrals for each edge of the
triangular source and weights the result of each integral with
an analytical temporal term. This results in greatly reduced
overhead for transient near-field calculations, considering
that the impulse response requires sampling rates of f
=128 MHz for a peak error of 10% and f;=1 GHz for a peak
error of 1% for the source geometry in Fig. 2. The FNM

2458 J. Acoust. Soc. Am., Vol. 120, No. 5, November 2006

eliminates these high sampling rates, which therefore facili-
tates much more efficient utilization of computer memory.

C. FIELD Il

The FIELD TI calculations with “use_triangles” are evalu-
ated within the same 81 X 101 spatial grid defined previously
for these near-field calculations, whereas the same calcula-
tions with subdivided rectangular subapertures (i.e., “use
_rectangles”) are evaluated in an 81X 86 spatial grid that
includes an offset from the piston face. The offset is required
for these near-field calculations; otherwise, the error grows
excessively large on the piston face, which translates into
much longer computation times for 10% and 1% peak errors.
This occurs because subdividing the aperture introduces a
numerical singularity on the piston face. Although FIELD It
reduces the sampling frequency relative to other impulse re-
sponse calculations, the exact impulse response consistently
outperforms FIELD II for these time-harmonic near-field cal-
culations, and the FNM evaluated with Gauss quadrature
outperforms both of these by a wide margin. Furthermore,
the FNM with time-space decomposition is also considerably
faster than FIELD II for transient near-field calculations, and
the FNM with time-space decomposition, unlike FIELD II
with “use_rectangles,” allows the computational grid to ex-
tend up to the piston face.

D. Smoothed impulse response

Unlike the FNM and the exact impulse response, the
smoothed impulse response requires an offset from the piston
face for near-field calculations. This offset is required be-
cause the denominator in Eq. (7) produces a numerical sin-
gularity on the piston face. Despite evaluating the near-field
pressure on a smaller 81X 86-point spatial grid, the
smoothed impulse response is slower than the FNM and the
exact impulse response for time-harmonic calculations, as
demonstrated in Fig. 4 and Table II. The exact impulse re-
sponse is faster than the smoothed impulse response for these
time-harmonic calculations because the exact impulse re-
sponse is evaluated with Gauss quadrature, and Gauss
quadrature generally converges much faster than other nu-
merical integration methods that uniformly sample the inte-
grand. For transient calculations with both exact and ap-
proximate impulse response expressions, uniform sampling
is required for convolutions with the FFT. In these transient
calculations, the smoothed impulse response gains some ad-
vantage over the exact impulse response by evaluating the
pressure at a smaller number of spatial grid points and by
reducing the problems with aliasing at higher frequencies.
Nevertheless, as demonstrated in Figs. 4 and 6, the smoothed
impulse response converges more slowly than the FNM for
time-harmonic and transient near-field calculations.

V. CONCLUSION

A fast near-field method is presented for numerical cal-
culations of the pressure generated by a triangular source.
For time-harmonic near-field computations, the FNM expres-
sion in Eq. (9) achieves smaller peak errors in less time than
the exact impulse response, the smoothed impulse response,
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and the FIELD 11 program. The results show that the FNM is
4.39 times faster than the exact impulse response for a 10%
peak error, and the FNM is 3.44 times faster than the exact
impulse response for a 1% peak error. The FNM is at least an
order of magnitude faster than FIELD II and the smoothed
impulse response for time-harmonic calculations compared
at 10% and 1% peak error values. In transient near-field
computations, the FNM in Eq. (10) combined with time-
space decomposition achieves a substantial reduction in the
computation time relative to exact and approximate impulse
response calculations for a given peak error value. Transient
near-field pressures are evaluated with a Hanning-weighted
broadband pulse, and the resulting transient calculation is
transformed into the superposition of six spatial integrals.
The results demonstrate that the FNM with time-space de-
composition is 3.89 and 38.19 times faster than the impulse
response for peak errors of 10% and 1%, respectively, evalu-
ated on an 81 X 101 spatial grid at 85 time points. Compari-
sons between smoothed impulse response results evaluated
on the smaller 81 X 86-point offset spatial grid and the FNM
with time-space decomposition evaluated on the larger 81
X 101-point spatial grid indicate that the FNM with time-
space decomposition is 2.08 times faster than the smoothed
impulse response for a 10% peak error, and the FNM with
time-space decomposition is 6.7 times faster for a 1% peak
error. Compared to the FIELD 1I program, the FNM is at least
an order of magnitude faster for 10% and 1% peak error
values. The results also suggest that the FNM, which elimi-
nates the numerical problems that are encountered in exact
and approximate impulse response calculations, provides a
superior reference for near-field pressure calculations evalu-
ated with time-harmonic and transient inputs.
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On the sound field of a circular membrane in free space
and an infinite baffle
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An enhanced method for calculating the radiation characteristics of a tensioned circular membrane
in free space is presented using an analytical solution to the infinite integral in the free-space
Green’s function in cylindrical coordinates. This enables direct calculation of the surface pressure
series coefficients by equating the coefficients of the resulting Bessel series in a set of simultaneous
equations. Eliminating both numerical integration and least-squares minimization improves
calculation speed and accuracy. An infinite baffle is introduced to provide an indication of what the
theoretical limit of the bass performance would be using a very large enclosure. Furthermore,
analytical solutions to the pressure field integrals are presented. A force transmission coefficient is
introduced, which is the ratio of the total radiation impedance to the motional impedance. The
motional, radiation, and diaphragm impedances of the damped membrane are calculated, together
with the near- and far-field pressure responses and efficiency. A comparison is made between the
on-axis response (without damping) calculated using this method and using a finite element model.
It is demonstrated that good correlation between the two calculation methods can be achieved
provided the elements are small enough and a sufficiently large model is used at the frequency

extremes. © 2006 Acoustical Society of America. [DOI: 10.1121/1.2354041]

PACS number(s): 43.20.Rz, 43.20.Tb, 43.40.Dx, 43.38.Ja [LLT]

I. INTRODUCTION

Interest in electrostatic loudspeakers continues due to
their superior performancel in terms of low distortion and
relatively flat frequency response when suitably damped. Re-
cent advances in digital amplifiers enable improvements in
efficiency due to the fact that the reactive current drawn by
the static capacitance does not produce the losses that occur
with an analogue amplifier. If the loudspeaker has no damp-
ing or other kinds of resistance, then there are virtually no
losses at all. However, damping, in the form of small holes in
the electrodes, is usually applied in order to control the vi-
brational modes of the membrane. Hence it is useful to de-
rive formulas for the motional input impedance of such a
loudspeaker, since this enables its efficiency to be calculated.

The most commonly used model for a loudspeaker is the
rigid piston, which assumes global loading over the surface.
However, this is not necessarily appropriate in the case of a
membrane where there is very strong localized coupling with
the acoustic load. Because it is so light, most of the moving
mass of the membrane is due to the surrounding fluid me-
dium. Also, because it is acoustically transparent, it would be
interesting to see how the pressure field might differ from
that of a rigid piston which forms an effectively opaque
sound source.

Additionally, the analytical solution to the pressure field
of a circular membrane provides a useful benchmark for
fluid-structure coupled simulation using the finite element

YElectronic mail: tim.mellow @nokia.com
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modeling (FEM) method. The latter requires the membrane
to be simulated in a virtual anechoic chamber filled with air
elements. In this study the analytical solution is used as a
reference in order to determine how large this space needs to
be in order to match the far-field response. In theory, the
anechoic space should be at least as large as the near-field or
Fraunhofer zone, which is known to extend further from the
source at higher frequencies.2 Without a baffle, the source
becomes a dipole, so the near field extends further from the
source at low frequencies too, due to the proximity effect,
which, in microphone terminology,3 is sometimes referred to
as “bass tip-up.”

The electrostatic circular membrane loudspeaker is one
of only a few kinds of transducer which can be completely
simulated analytically (except turbulent flow effects between
the electrodes and other nonlinear effects are not considered
here). By contrast, the electrodynamic speaker is notoriously
difficult to model rigorously, due to complicated cone geom-
etries and scattering of the rear wave by the magnet and
basket structures. Nearly 20 years after it was first published,
Streng’s method*’ for calculating the sound radiation char-
acteristics of a circular stretched membrane in free space is
still the best available. The secret to its success is the inge-
nious use of a trial function for the surface pressure term of
the Kirchhoff-Helmholtz boundary integral, which is derived
from Bouwkamp’s solution® to the free space wave equation
in oblate spheroidal coordinates. In fact, this is a somewhat
special function since it appears to lead to the simplest pos-
sible analytical solution, especially regarding the evaluation
of the impedances and near-field pressure. Unlike Streng,
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though, the current paper presents a Bessel series matching
that eliminates the need for numerical integration and least
mean square minimization in the solution.

Whereas the sound radiation from a membrane in free
space is calculated using the dipole part of the Kirchhoff-
Helmholtz boundary integral formula’ together with a power
series expression for the surface pressure, the sound radia-
tion from a membrane in an infinite baffle is calculated using
the monopole part of the Kirchhoff-Helmholtz boundary in-
tegral formula together with a similar power series expres-
sion, but this time for the surface velocity.

Hence, the derivation for the latter has some similarities
with that of a plane wave passing through a hole in an infi-
nite screen.**'" The sound scattered from the hole can be
considered as that radiated from a resilient disc in an infinite
baffle if the (constant) driving pressure over its surface is
equivalent to that of the incident wave in the absence of any
obstacle. However, unlike the hole or resilient disc, the mem-
brane does not exhibit infinite velocity near its perimeter, due
to the fact that it is anchored at its rim. Hence, the solution to
the wave equation for the surrounding medium has to be
coupled to that of the membrane and solved simultaneously.
Suzuki and Tichy11 solved the coupled equations for a circu-
lar plate, but their formulation relied upon numerical integra-
tion. In a previous analysis of a membrane by the present
authors,12 numerical integration was avoided, but the least
mean squares algorithm was used to solve the coupled equa-
tions, which caused some numerical difficulties. In this pa-
per, the deflection trial function is expanded using a Bessel
series so that the coefficients can be calculated directly with-
out either least squares minimization or numerical integra-
tion.

The parameters chosen for the undamped FEM and ana-
lytical responses are the same as those used by Streng4 for a
250-mm-diam membrane in free space in order to allow di-
rect comparison. Otherwise, analytical characteristics are cal-
culated for a 500-mm-diam membrane with and without
damping in order to represent a typical full frequency range
commercial design.

Il. MEMBRANE IN FREE SPACE
A. Boundary conditions

The equations that follow are written in axisymmetric
cylindrical coordinates, with w as the radial ordinate and z as
the axial ordinate. The electrostatic driving pressure p; is
used as the input in a wave equation for the membrane. The
tilde denotes a harmonically time varying quantity where the
factor ¢’ is suppressed. The membrane deflection 7%(w) (in
the z direction) is then used as a parameter to couple it to the
surrounding loss-free acoustic medium. Hence the membrane
and free space wave equations must be solved simulta-
neously. The membrane, with radius a, lies in the xy plane as
shown in Fig. 1 with its center at the origin and the uniform
driving pressure p; is applied to its surface in the z direction.
The pressure field on one side of the xy plane is the sym-
metrical “negative” of that on the other, so that

p(w,z) == p(w,-2). (1)
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FIG. 1. Geometry of membrane.

Consequently, there is a Dirichlet boundary condition in
the plane of the membrane where these equal and opposite
fields meet, so that

Fw,00=0, w>a. )

On the front and rear outer surfaces of the membrane, there
is the coupling condition

L? = . —~
- P(Waz) =0+ — — lkpCMo(W),

a2
=kpc?n(w), 0<w<a 3)

where i1,(w) is the normal particle velocity in the z direction
at the surfaces and k is the wave number given by

k=—=—, (4)

where w is the angular frequency of excitation, p is the den-
sity of air or any other surrounding medium, c is the speed of
sound in that medium, and \ is the wavelength. Values of
1.18 kg/m? and 345 m/s are assumed for p and c, respec-
tively. The perimeter of the membrane is fixed, which
leads to the following boundary condition:

7(a) =0. (5)

Streng‘"5 showed that the surface pressure distribution p, (w)
for any flat axially symmetric unbaffled source (or sink),
based upon Bouwkamp’s solution' to the free space wave
equation in oblate spheroidal coordinates could be written as

T. Mellow and L. Karkkdinen: Membrane in free space and baffle 2461



*® B Wz m+(1/2)
ﬁ+(W0)=_ﬁ—(WO)= EAm<1 _a_;)) > (6)
m=0

where A,, are the as yet unknown power series coefficients.

B. Solution to the free space wave equation
1. Rigorous solution

The expression for the pressure field is the same as that
given by Eq. (15) (evaluated at b=a) in a recent paper on the
sound field of disk in a finite circular baffle."’ The reason
why the same formula can be applied to a nonrigid source is
that it just describes the sound field due to an arbitrary pres-
sure distribution at the source given by Eq. (6), regardless of
the deflection/velocity distribution,

< 3 * [ o \m+(172)

ﬁ(W,Z):—(JEOAmF<m+ 5)];) (;) Jm+(3/2)

X (na)Jo(puw)e %dpu., (7)

\/kz—,u,z, O0=u<k

o= . /ﬁ (8)
Nu —k™, uw>k

and the power series coefficients Zm are related to normal-
ized dimensionless coefficients 7,, by

A, =7,(m+ 3/2)%’. 9)

Applying the boundary condition of Eq. (3) and truncat-
ing the power series limit leads to an expression for the sur-
face particle displacement 7(w) as follows:

_ 1 0 _
7(w) = o s PW,2)].=0s

- 5\ ([ 2 \m172)
WERAIE
2k“pc 2/Jy \ma

m=0
X T a3y pma)Jo(pw)odu. (10)
The solution" to the infinite integral is given by
- M
00 = 505 5 Tul0), (1)
where
L,(w,k) = L,g(w,k) + il ;(w,k), (12)

the real part of which is defined by

0 R
— (= DT (m+5/2)

I ’k =\

m(W-K) Wg)%(q!)%!r(wmw/z)
y I'g+r+1) (lﬂ)z("”)”(w)zq

T(g+r+5/2)\ 2 a

(13)
and the imaginary part is defined by
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0 R Frm
- (= YT (m + 5/2)
L (w,k) =\
mil1:k) Wg’,g (g)*r'T(r—=m—1/2)

y IN'g+r-m- 1/2)(1(_61)2(4”_’")(!)2’1
INg+r-m+1) \ 2 '

a
(14)

Let

0y
(K) ! => aJo(a,wla), (15)

a n=1

where «, is the nth zero of Jy(a,) [i.e., nth solution of
Jo(a,)=0]. Multiplying through by the normalizing func-
tion Jy(a,w/a) and integrating over w while applying the
property of orthogonality leads to

f (wla)*1J(aqwla)wdw
0
a. =

f]o(anw/a)Jo(akw/a)wdw
0

F(g+ 151, g+ 25— agf4)

(q+ D)Ji(e)
where the following identities'*" have been used:
“ AR ()2, a=a,
Jola,wla)Jy(awla)wdw = ,
0 0, oy F a,
(17)
@ (w\2 2 Fy(g+1;1,g+2;— aj/4
f (K) Jolagwla)wdw = LBLE) 1 i ).
o \a 2(g+1)
(18)
Hence
TR
~ . 1 .
w) = Zkz—p% quO (,B,(ka) + 1,8, (ka))
N

XS Folg+1;1,q+2;— a2/4)
n=1 (CI+ I)J%(an)

Jola,wla), (19)

where S and B are dipole cylindrical wave functions. S has
been named the Streng function' as defined by

R
— (_ 1)q+r+m(ka/2)2(q+r—m)
Sy (kb) =\ >

=0 rl(g!)*(m+ 512),am-3(q+r—m—1/2)3,
(20)

and B has been named the Bouwkamp function'® as defined
by

R
— D" (kal2 2(g+r)+3
B (kb) = (S, VTR

(@) (m+512)(g+r+1)5," ey

where (x), is the Pochhammer symbol.
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2. High frequency approximation

At high frequencies, the following approximation can be
used:

5 o 2 m+(1/2)
L,(w,k) = a2F<m + E)L (@) Jm312)

X (ap)Jo(wp)kdp, (22)

the solution'® to which is given by

3 2\ m+(172)
1,(w,k) zka<m+—><1 —W—2> . (23)
2 a
Let
w2 m+(12) %
(1 - —2) =3 ado(awla), (24)
a n=1

so that multiplying through by the normalizing function
Jo(agw/a) and integrating over w while applying the prop-
erty of orthogonality leads to

f (1 = (wla)?)"™ 2 (auwla)wdw
0

f]o(anw/a)Jo(akw/a)wdw
0

3 2 m+(3/2)Jm (an)
e
a,n Jl(an)

where Sonine’s integral14 has been used as follows:

a 2\ m+(1/2)
2o To(a,wola)wod
2 o\ &, Wo/ad)Wwodwq
0

az 3 2 m+(3/2)
= EF m+ )\ sy (@) (26)

n

together with Eq. (17). Hence

i g oz (2]
~ F 4+ — i
7w) 2kpc2,%)7-m (m 2 z a,
)@y
———Jo(a,wla). 27
) ole,wla) (27)

C. Membrane wave equation

The loudspeaker configuration is shown in Fig. 2, with
stationary electrodes on either side of the membrane, each at
a distance d from it. The steady state wave equation for the
membrane deflection 7(w) can be written with the inherent
membrane forces on the left and the external forces on the
right:

(TV? - iwz, — &’ pph) (W) = p,(w) = p_(w) = p;,  (28)

where
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Electrodes

Membrane

Vi —— (29)
w

where p,(w) and p_(w) are the front and rear pressure distri-
butions, respectively, due to the surrounding acoustic me-
dium, T is the tension (which is evenly distributed through-
out the membrane), p, is the density of the membrane
material, & is its thickness, S is its surface area (given by S
=ma?), and z, is an arbitrary specific acoustic impedance
which is defined by

. Cep [ Ep )’
zg=Rg+ikcMg ich( p ) ) (30)
where Rg and My are the distributed resistance and mass,
respectively, of the perforations in the electrodes on either
side of the membrane, which are usually designed to damp
its vibration modes'”'®. For the purpose of this analysis, it is
assumed that the mass is negligible and that the resistance is
linear and will not vary with frequency. The remaining term
is the “negative impedance”1 that results from the increase in
electrostatic attraction toward each electrode as the mem-
brane approaches it. The capacitance Cgp between the elec-
trodes is given by

CED=80S/d, (31)

where g is the permittivity of free space. Due to the push-
pull arrangement, it is assumed that the change in capaci-
tance on each side of the membrane, as it is displaced, will
tend to balance out. Hence the electrostatic forces will hardly
vary, providing there is enough tension. The total driving

force F ; is related to the driving pressure p; and input voltage
€in by

~ _ Ep
Fy=Sp;= ZCEDj)eim (32)
where Ep is the membrane polarizing voltage and d is the

membrane to electrode spacing. Whilst applying Eq. (1) to
the rear pressure term, Eq. (28) can be written in the “Helm-
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holtz” form using the modified diaphragm wave number &,
as follows:

! ~ 1 —~ —~
(V24 k) 7= 2F.(w) = o), (33)
where
. zs
kp(k) = kp(k) \[ 1 = i——— (34)
e k()N pphT
kD(k)=a)/CD=kC/CD, (35)

and

[ T
Cp= n’ (36)

where ¢, is the speed of sound in the membrane.

D. Solution of the dynamic membrane wave equation

The solution to membrane wave equation, Eq. (33), sub-
ject to the edge constraint of Eq. (5), is essentially a two-
dimensional counterpart to the Kirchhoff-Helmholtz volume
integral as follows:

27 (a
7(w) = % f f (2P, (wg) = P G(wwo)wodwod .
o Jo
(37)

The Green’s function’ for the membrane can be written using
the modified wave number k, and suppressing the axial term
in ¢ and ¢, as follows:

1 < Jolawla)Jo(a,wyla
G(W|W0)=_E O(an )O(Qn [0} )

2 2 2
T =1 ]l(an)(an - k,D 612

9 gwga,

(38)

where a, is the nth zero of Jy(kpa) such that Jy(kpa)=0
when kpa=a,. Inserting Egs. (6), (9), and (38) in Eq. (37)
and integrating over the surface of the membrane and
baffle yields

2 oo o]
o) = — a_ﬁIE Jo(a,wla) (i Y Tmr<m + é)

T n=1 Jl(an)(ai - k[’)2612) a, m=0 2
2 m+(3/2)Jm (an)
X<—) +(3/2) , (39)
a, Jl (an)

where the following identity14 has been used:

J Jolagwola)wodwy = aJ, ()] oy, (40)
0

together with Eq. (26).
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E. Final set of simultaneous equations for the power
series coefficients

1. Rigorous solution
Equating the right-hand sides of Egs. (19) and (39) and
then equating the coefficients of Jy(a,w/a), yields the fol-

lowing set of M +1 simultaneous equations in 7,,:
M

> 2O kpaka)T,=1, n=1,2,...

m=0
5 2 m+(3/2)
r{n+3)(2)
2\ e,

M+ 1, (41)

where

WV (kpa,ka) = %

2J1(an)
2 12 2
o, —kpa
X Jm+(3/2)(an) - ag(ka)

o
X2, (,S,(ka) +i,B,(ka))
4=0

" Faolg+1:1,q+2;— a?/4)

g+1 (“42)

and

2 2ayP
a(ka):aw\/ﬂ=ka\lm, (43)
T T

where the infinite series have been truncated to orders M, Q,
and R. S and B are dipole cylindrical wave functions defined
in Egs. (20) and (21), respectively. The dimensionless pa-
rameter « is the fluid-loading factor, where P, is the static
pressure defined by Py=pc?/y and v is the adiabatic index.
The calculations were performed using, in the case of the
damped membrane, 50 digit precision with M=10+ka and
QO=R=2M. In the case of the undamped membrane, 100
digit precision was used with M=10+5ka and again Q
=R=2M.

2. High frequency approximation

For large values of ka, the following high-frequency ap-
proximation can be obtained by equating the right-hand sides
of Egs. (27) and (39) and then equating the coefficients of
Jolag,w/a) so that

5\( 2\ DT ez,
U (kpaka) =T m+> | =] “ws2nd
" n( v a) (m+2)<an) Jl(a’n)
ika(a? - kjfa?)
x{l T e ka)D : (44)

F. Impedance and efficiency
1. Input impedance

The total volume velocity 170 produced by
the membrane is equal to the integral of its velocity
iip(w)(=iw7(w)) from Eq. (10) over its surface as follows:
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27 ra
Uy= ikcf f 7(w)wdwd g
o Jo

~ M
F ® 2 m+3/2
CERNIE
2kpc - 2/Jy \au
><‘Iﬂl+3/2(aM)J1 (alu') \““’kz - Mzd/.l,, (45)

where the identity of Eq. (40) has again been used. Finally,
after solving the infinite integral15

~ M
~ F m 3 m
Upy=—"-2 1, 1—2F3<—+— =

m 1m 31 )
Fil =+, + i m+ Im+ 25—k
2 42 42

ka(m + 1/2) 1/2(m + 5/2)_1/2
(46)

The mechanical motional impedance z,,;; is simply the ratio

of the applied force F, to the average membrane velocity.
It can also be expressed in terms of the volume velocity

S~
Imi=_ = TI = QSpCZI, (47)

where the normalized motional input impedance Z; is given
by

Fy
2pC[7().

Z;= (48)

Then zg is the electrical input impedance, which is given by

ZESZ
o= _“ESCEM i (49)
ZEs T ZEM
where zgg is the static electrical impedance given by
1 d
ES= T = 50
ES leED ia)S()S ( )
and zgy is the motional electrical impedance given by
Zmi
ZEM = (5 1)

2(CepEpld)*

The input impedance for a damped membrane is shown in
Fig. 3. Since the static impedance dominates, the motional
impedance is plotted separately in Fig. 4.

2. Radiation impedance

The total radiation force F r acting upon the membrane
can be found by integrating the surface pressure from Eq. (6)
over its surface as follows:
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FIG. 3. Electrical input impedance of push-pull electrostatic loudspeaker in
free space where =250 mm, h=12 um, T=700 N/m, p,=1400 kg/m?>,
Ep=3000 V, d=2 mm, r=1 m and Rg=100 Ns/m’.

21 a =~ M

- B F

Fr=- J f Powowodwody=— =2 7. (52)
0 0 2 m=0

Let a membrane force transmission coefficient { be defined
by

[ =-2F/F, (53)

or simply the ratio of the total radiation impedance (on both
sides) to the motional impedance. Then from Eq. (52)

n
M=

T (54)
0

3
I

The acoustic radiation impedance z,, is then given by

o= TR PSRy, (55)
sU, S
where Ry is the normalized radiation resistance given by
Rr=R({Z;) and X is the normalized radiation reactance
given by Xp=7({Z;). This result is plotted in Fig. 5 together
with the radiation impedance of a rigid disk in free space for
comparison.
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@
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®
E] " 10 g-)
§ 10 o
g -10 §
@
2 30 &
<
8
a -50
E
-70
1 -90
10 100 1000 10000

Frequency (Hz}

FIG. 4. Motional part of electrical impedance in free space with the same
parameters as in Fig. 3.
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FIG. 5. Normalized radiation impedance in free space with same parameters
as in Fig. 3 and radiation impedance of a rigid disk in free space.

3. Efficiency

Now it is easy to calculate the efficiency which is simply
equal to 100°Rg/R; and is shown in Fig. 10 along with the
far-field on-axis pressure response and peak displacement.

4. Diaphragm impedance

The mechanical diaphragm impedance z,,4 is the differ-
ence between the input impedance and the radiation imped-
ance on both sides where

F,-2Fy S(F;-2Fp)
Imd = i = ~
0

=2Spc(Rp+iXp),  (56)
Uy

where Rp is the normalized diaphragm resistance given by
Rp=R(Z,(1-)) and X}, is the normalized membrane reac-
tance given by X;,=TJ(Z,(1-¢)). This result is plotted in Fig.
6. The various impedances are shown on an equivalent elec-
trical circuit in Fig. 7.

G. Near-field pressure response
1. Near-field pressure as an integral expression

After truncating the summation limit, Eq. (7) can be
separated into finite and infinite integrals as follows:

Ro

8 \/\’_\/\’74
& 0.1
o
°
N
g
£ 0.01
s I
0.001

0.1 1 10

ka

FIG. 6. Normalized diaphragm impedance in free space with the same pa-
rameters as in Fig. 3.
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Zoi = Zma + 25-‘22ar

Zar
Front

FIG. 7. Equivalent electrical circuit.

M

7 5
ﬁ(W7Z) == %2 Tmr<m + 5)(IFin(m7 W’Z)
m=0
+ IInf(m7W’Z))a (57)
where
k m+(1/2)
Igin(m,w,z) = le (a) Imrary(apm)
0
X Jo(wu)e_m;kz_’ﬁd,u (58)
and
) m+(1/2)
IInf(m’ w,z) = af (a) Jm+(3/2)(a/~4')
k
X Jo(w,u)e_”sf‘z_kzd,u, (59)

2. Solution of the finite integral

Substituting uw=kv1—#* in Eq. (58) in order to simplify
the exponent yields

5 \m=(172)
Igin(m,w,2) = 2(_>
ka

5. /
f ' sy (ka1 = 22) (kw1 = 1) —ikaty g
e .
0

(1 _ l‘2)(m/2)+<3/4)
(60)

The Bessel functions in Eq. (60) can then be expanded using
the following Lommel expansion:19

T (ka1 =12 < [ka\"m*"
(1 _ t2)n/2 = E (?) %‘])Hm(ka)’ (61)

m=0
which leads to
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IFm(m w Z) 22 E

( a)p —m+(1/2) (kw)
p=0¢=0 2

1
y Jpemr3r2)(ka)d (kw) Sk 2pra) g,
r'q! 0

(62)
The integral in Eq. (62) can be solved using the identity'*

v(2p +2q + 2,ikz)
(l-kZ)Z(p+q)+2 ’

I
f omikat 2p+a)+1 g, — (63)
0

where 7y is the incomplete gamma function. Inserting Eq.
(63) in Eq. (62) and truncating the summation limits gives
the final solution to Eq. (60) as follows:

ka p—m+(l/2)
lFm m,w,z? 2 ( )
( ) 20 (% U 1 lkZ)Z(P#Hl) 2

G

Xy(2p +2q +2,ikz).

Jpim+ar)(ka) T (kw)

(64)

3. Solution of the infinite integral
a. Expanszon of the Bessel functions. Substituting u
=kVAP+1in Eq. (59) in order to simplify the exponent yields

©

E

m=

sz(ka)‘lzm(kat) ’

J(ka\? +1) 1+ 5om

(t2+ 1)n/2 - (i)

kat

m=

where &, is the Kronecker delta function. If both Bessel
functions were to be expanded (in a procedure similar to that
of Williams®®) using the Lommel ex4pan31on of Eq. (66), to-
gether with the following identities'

P T'2p+2g+2)
Jo ekt g — ) (70)
v(2p +2q +2,ikz) -T'2p +2q +2)
=-T(2p+2qg+2,ikz), (71)

the resulting solution

IF1n+IInf_ 22 E

(ka)p m+(l/2)<kw>
7=0 g=0 P! Q'(lkz)z(”“”” 2 2

X Jp+m+(3/2)(ka)~]q(kw)r(2p + 2q + z,lkZ)
(72)

J. Acoust. Soc. Am., Vol. 120, No. 5, November 2006

—
Jm+(3/2)(ka \”tz + 1)

(t2 + 1)(m/2)+(3/4)

2 m—(1/2) [
Ilnf(m’W9Z) =2(_) f
ka 0

X Jo(kw\ £ + 1)e ™ dt. (65)

The Bessel functions in Eq. (65) can expanded in two pos-

sible ways. The first is the Lommel expansion19 as follows:
J((I’Z“j—’f)*,z” S - 1)’”( ) k), (66)
and the second is Gegenbauer’s summation theorem'*
[2 7
% =I'(n) (ki ) %‘6 (m + n)J,,.,(kat)
X n(ka) €, (0), (67)
where C is the Gege:nbauer14 polynomial given by
I, m=n=0
Cn(0)= COS(WEZ/?)?I("(:; m/2)’ m#0orn#0,
(68)

where n is a positive real integer. Inserting Eq. (68) in Eq.
(67) and noting that, due to the cosine term, all odd terms of
the Gegenbauer polynomial are zero, yields

(69)
(ka)J4n(kat),

would only converge for z2=a?+w? and would therefore be
of limited value. On the other hand, expanding both Bessel
functions using the summation theorem leads to an integral
of the form

f Japems 3y (kat) Do (kwt)e ' dt, (73)
0

which can be solved, but the solution is in the form of an
expansion and is therefore slow to compute. Hence, the fol-
lowing solution uses the Lommel expansion for one Bessel
function and the summation theorem for the other and then
exchanges them so that convergent solutions are obtained, in
turn, for 0 <w?+z><a? and w?+z>=a” (providing z>0).
b. Solution when the distance from the center of the
membrane to the observation point is greater. than the mem-
brane’s radius Expanding J,, () (kaV?+1) in Eq. (65)

with Eq. (66) and Jo(kw\r*+1)) with Eq. (69) yields
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©® (_ 1)p+q ka p—-m+(1/2)

Inm,w,2) =42 X ————| =
o p:Oq:Op!(1+50q) 2

><Jp+m+(3/2)

X (ka)J,(kw) f e, (kwh) PP dr. (74)
0

The intelgral in Eq. (74) can be solved using the following
identity: +

% I'2p+2g+2)
—kzt 2p+l g, 70 T
) e (kwt)t P dt = (222 + 122!
-2 <
X Py, o) (75)

so that, after truncating the summation limits, the final solu-
tion is given by
P 0
(- 1) 2p+2g+2)
I s Vs = 4
Inf(m w Z) E 2 (1 + 50q)p!(k222 + k2W2)ﬂ+l

p=0 ¢=0
ka p-m+(1/2)
? Jp+m+(3/2)(ka)*]2q(kw)
) Z
XPuil 57— |- (76)

This expression converges for w?+z>=a? and can therefore

be used in that region, providing z>0.
c. Solution when the distance from the center of the

membrane to the observation point is less than the mem-
brane’s radius Expanding J,ap)(kav?+1) in Eq. (65)
with Eq. (69) and ]O(kW\e’/l2+ 1)) with Eq. (66) yields

2m+l 0~ (_ 1)p+q1“(p+m+3/2)

IInf(m’W,Z) =2 T 2 10
ka =0 4=0 plq!

kw \4
X (217 +m+ 3/2) ? ]2p+m+(3/2)(ka)

X Jolkw) f e 2p+m+(3/2)(kdl‘)l2q_m‘(I/Z)dt.
0

(77)

The integral in Eq. (77) can be solved using the
identity of Eq. (75) so that, after truncating the summation

limits, the final solution is given by
et P08 ypra2p £ m 4 312)
1222 + I2a?) i+ (14)

Ilnf(m, W7Z) = 2
ka p=0 g=0 Q'(
kw \?
X+ 1)l 2p+29+2) Py
2 p—m— <
X 12p+m+(3/2)(ka)~]q(kw)P2§[—7m—(1(/32/)2) /|2 2
NZ"+a

(78)

This expression converges for w?<a?+z> and can therefore
be used in the region 0<w?+z><a? providing z>0. The
normalized near-field pressure response of the membrane is
shown in Fig. 8 for various values of ka. The calculations
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FIG. 8. Near-field pressure response in free space with the same parameters

as in Fig. 3.

were performed using 50 digit precision with M=P=50 and
0=100.

H. Far-field pressure response

The far-field pressure is derived using the same proce-
dure as shown in Part K of Sec. II of a recent paper o give
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p(r,0)=—i——e™D(0) =—i— Cpp—ce ™D(6), (79) .
4r d 2rS A. Boundary conditions

where the directivity function D(6) is given by

M 5 ) m+(3/2)
D(6) =ka cos 62, TmF(m + —)(—)

0 2)\kasin 0
X Ja3p(ka sin 6), (80)
which, for =0 (i.e., on-axis), simplifies to
M
D(0)=ka >, 7, =kal, (81)

m=0

using ¢ from Eq. (54). (The on-axis response of a resilient
disk in free space is given by setting {=1.) The on-axis pres-
sure then simplifies to

2

ka . E e )
B(r.0)=~i7—pe (=~ io—rCans e (82)
4r d 21rre
Taking into account that Zn%iwCEDEin, leads to
EP Tin e—ikr
p(r0)|pey=—-C— — —, 83
P (r,0)],- I (83)

which, in the case of /=1, is Walker’s equation.21 A better
approximation is given by

{=2pcl(Rg+2pc), (84)

which leads to what could be termed the “modified Walker’s
equation.” The on-axis pressure response with damping is
shown in Fig. 9, together with the efficiency and peak dis-
placement at w=0. Figure 10 shows a comparison of the
on-axis responses with and without damping (the level is
reduced in order to accommodate the large undamped excur-
sions), together with the high frequency approximation,
where the SPL is given by: SPL=20log,|p(r,0)/(20
X107%)|. The normalized directivity  function
20 logo|D(0)|/|D(0)] is plotted in Fig. 11 for various val-
ues of ka.
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The membrane shown in Fig. 1 is now mounted in an
infinite baffle in the xy plane with its center at the origin and
the uniform driving force p; is applied in the z direction. The
membrane deflection 7(w) is then to be used as a parameter
to couple it to the surrounding loss-free acoustic medium.

The monopole source elements and their images to-
gether form the membrane source. Since they are coincident
in the plane of the infinite baffle, they combine to form ele-
ments of double strength. Hence our membrane may be mod-
eled as a “breathing” membrane in free space. Due to the
symmetry of the pressure fields on either side of the plane of
symmetry, we have the following Neumann boundary condi-
tion on the front and rear surfaces of the infinite baffle:

J
S 12)ge =0, a<w=0. (85)

oz

Also, on the front and rear outer surfaces of the membrane,
there is the coupling condition

K

P (W,2)| 0. = — ikpciig(w),
9z
=k’pc’pw) O0<w<=a. (86)
90 |
T
I 1T 11 ~
80— u d ] =
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FIG. 10. On-axis pressure response with the same parameters as in Fig. 9,
except €;,=40 V.., and with R¢=0 (undamped).
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FIG. 11. Normalized far-field directivity function in free space with same
parameters as in Fig. 9.

In the actual physical system (as opposed to the “breath-
ing membrane” model), the pressure field on one side of the
xy plane is the symmetrical “negative” of that on the other,
so that

ﬁ(W’Z) = _ﬁ(W,_Z). (87)

Again, the perimeter of the membrane is fixed, which leads
to the boundary condition of Eq. (5). On the surface of the
membrane, the velocity distribution #ig(wg) is defined, ac-
cording to Bouwkamp’s solution® to the free space wave
equation in oblate spheroidal coordinates, as

* _ Wé m+(1/2)
ito(wo) = 2 Am(l - ;) , (88)
m=0

where A,, are the as yet unknown power series coefficients.

B. Solution to the free space wave equation

Using the King integral and taking into account the
double layer source, the pressure distribution is defined by
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W,20)

27 (a
plw,z) = 2f f glw,z
o Jo

9 _
X P (W0,20)| =04 Wodwod o, (89)
0

where the Green’s function'* is defined, in axisymmetric cy-
lindrical coordinates, by

i (" B iglees
gw,z|lwg,z0) = _f JO(MW)JO(MWO);e rldu,

4 ),
(90)
where o is defined by Eq. (8). Substituting Egs. (86), (88),

and (90) in Eq. (89) and integrating over the surface of the
membrane yields

« B 3 © [ o \m+(l/2)
p(w.z) = kape >, Aml“<m+5>f (—)

m=0 0 \ap
—ioz

X JoW ) i3y (ap) Td,U«, o1

where Sonine’s integral of Eq. (26) has been used (with u
=ap,/a). Setting z=0 yields the surface pressure as follows:

*© _ 3 oo 2 m+(1/2)
Pilwo) =kape 2 A, L\ m+ f —

m=0 o \au

1
X JoWor) s 32 (ape) ;d,u. (92)

C. Formulation of the coupled problem

Let the power series coefficients gm be related to nor-
malized dimensionless coefficients 7, by

~  T,(m+3/2) _
Ay=—"""—""7 (93)
2pc

Substituting this together with Eq. (92) in Eq. (37) and
integrating over ¢, leads to the following coupled equation:

o0

2 a
n(w) = %Tﬁlf (E T (Wo. k) = 1>G(W|W0)W0dW0-

0 \m=0
(94)
The infinite integral I,, is defined by
3 ) m+(1/2)
L, (wy,k) = kar(m + —)f (—)
2/)y \au
1
XJO(WOM)Jm+(3/2)(aM);_dM
= Lug(Wo, k) + il (W, k), (95)

where the solution'® to the real part is given by
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[

(- 1D)"T(m+52)'(g+r+1)
9k =V
Lnk(wo,K) = 3 77‘% EO (@2 T (r+m+5/2)T(q+r+3/2)

k 2(g+r+l1) 2q
" <_a> wo | (96)
2 a

and the solution'’

to the imaginary part is given by
ImI(WO’k)

(- 1)q+’+m+'r(m +512)C(g+r—m—1/2)
= \’/_E E N2 1
=0 r=0 ) r'\U(r—=m—=1/2)I'(qg +r—m)

k 2(g+r-m)-1 2q
X (?") (ﬂ) : (97)
a

For large ka, an approximation'6

is given by

WZ m+(1/2)
1, (wo.k) = (m + 3/2)(1 - —;’) . (98)
a

D. Bessel series expansion of the membrane
deflection

Using the power series of Eq. (88) together with Eq.
(93), the deflection can also be expressed as

i (W) 3 W2 m+(1/2)
7]( )_ £ 2 m( _)(1__2> ’
iw 21kpc =0 2 a

O0sw=a. (99)

Using the Bessel series expansion from Egs. (24) and (25),
Eq. (99) can be written

S e

2lkpC m=0 n=1 \ G

7w) =

sz (@)
Tia,)

X Jola,wla), 0<w< (100)

E. Final set of simultaneous equations for the power
series coefficients

1. Rigorous solution

Inserting Eq. (38) in Eq. (94), equating the right-hand
sides of Egs. (94) and (100), while integrating over the sur-
face of the membrane using the identities of Egs. (18) and
(40) and then equating the coefficients of Jy(a,w/a) yields
the following set of M+ 1 simultaneous equations in 7,,,;

M
E m‘yn(kl,)a’ka) 7-m - 1

m=0

n=1,2,....M+1,  (101)

where
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W (kpa,ka) =

5 2 m+(3/2)
BEIEY
2/\a,

12 2
o? —kjfa

o (ka)

2’Jl (an)

X T (@)
o

+ 3 (i Py(ka) +i,,, T, (ka))
q=0

" Folg+1;1,q+2;— a2/4)

. (102)
g+1

where P and T are monopole cylindrical wave functions. P
has been named the Spence function'® as defined by

1 qg+r, kal? 2(g+r+1)
P RS U

(@) m+512) (g +r+ 1), (103)

and T has been named the Stenzel function '° as defined by

R
| ( ])q+r+m+l (ka/2)2(q+r m)—1
m qu(ka) = \s"n' E

20 i g (m+512), 5, 5(g+r—m=1/2),
(104)

where the infinite series have been truncated to orders M, Q,
and R. P and T are monopole cylindrical wave functions.
The dimensionless parameter « is the fluid-loading factor, as
defined by Eq. (43), and (x), is the Pochhammer symbol.
The calculations were performed using, in the case of the
damped membrane, 50 digit precision with M=10+ka and
QO=R=2M. In the case of the undamped membrane, 100
digit precision was used with M=10+5ka and again Q
=R=2M.

2. High frequency approximation

For large values of ka, the following high-frequency ap-
proximation can be obtained by the same method as for the
rigorous solution, except that Eq. (98) is used instead of Eq.
(97) and the identity of Eq. (18) is replaced by Eq. (26) so
that the solution is, not surprisingly, the same as that given in
Eq. (44).

F. Impedance and efficiency
1. Input impedance

The total volume velocity l70 produced by the
membrane is equal to the integral of its velocity
iip(w) (ziw7(w)) from Eq. (99) over its surface as follows:

_ 27w (a ﬁ *

Uy = ike f J Hw)wdwdd = 2—2 (105)

0 0 m=
where S=ma? is the area of the membrane. The parameters
Zmi> ZE» ZEs» and zpy are given in Egs. (47) and (49)—(51),

respectively. The normalized motional input impedance Z;
is given by
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FIG. 12. Electrical input impedance of push-pull electrostatic loudspeaker in
infinite baffle where a=250 mm, h=12 pum, 7=700 N/m, pp=1400
kg/m3, Ep=3000 V, d=2 mm, r=1 m, and Rg=100 Ns/m?.
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The input impedance for a damped membrane is shown in
Fig. 12. Since the static impedance dominates, the motional
impedance is plotted separately in Fig. 13.

(106)

2. Radiation impedance

The total radiation force Fj acting upon the membrane
can be found by integrating the surface pressure from Eq.
(92) over its surface as

27 (a
Fr=- J f P(wo)wodwod
o Jo

~ o)

F 5
= ElkaE TmF(m + 5)

m=0

Z (2 \" 2T (ap)d i) (am)
0 \ap Vk™ =
100 30
Medulus
_ 70
£
£ 50
>
@ —_
E \ f Phase 30 §
E L 10 @
=1 @
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g -10 2
©
§ 830&
[}
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£
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1 90
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FIG. 13. Motional part of electrical impedance in infinite baffle with the
same parameters as in Fig. 12.
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FIG. 14. Normalized radiation impedance in infinite baffle with the same
parameters as in Fig. 12 and radiation impedance of a rigid disk in an
infinite baffle.

where the identity of Eq. (40) has again been used. After
solving the infinite integlral,15 the force transmission coeffi-
cient, defined in Eq. (53), is given by

5
M+ —;—k2a2>
2

W

e § 1 F<m+3m+51 +
=2 Tyl 1= —+ o, -+ o.m
232 472 472

m=0

m Sm 73 ) 5
Il —+ o+ o om+2,m+35-ka
2 42 42
(m+5/2)_1/2(m+5/2)1/2

+ tka
(108)

The acoustic radiation impedance z,, is then given by Eq.
(55), where Ry is the normalized radiation resistance
given by Rr=R({Z;) and Xy is the normalized radiation
reactance given by Xp=J({Z;). This result is plotted in Fig.
14 together with the radiation impedance of a rigid disk in an
infinite baffle for comparison.

3. Efficiency

Now it is easy to calculate the efficiency which is simply
equal to 100°Rg/R; and is shown in Fig. 17 along with the
far-field on-axis pressure response and peak displacement.

4. Diaphragm impedance

The mechanical diaphragm impedance z,,4 is the differ-
ence between the input impedance and the radiation imped-
ance on both sides, as defined by Eq. (56), where Ry, is the
normalized diaphragm resistance given by Rp=0R(Z,(1-{))
and X, is the normalized membrane reactance given by X,
=7(Z,(1-2)). This result is plotted in Fig. 15. The various
impedances are shown on an equivalent electrical circuit in
Fig. 7.
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G. Near-field pressure response
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- 77'1712 E
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P Q0
IFin(m»WsZ) == E 2

1 (ka )p—m+(]/2)
=0 =0 plq!(ikz

)2(p+q)+1 2
kw \4

X (7) Jpim+ar)(ka) T (kw)
Xy(2p +2q + 1,ikz). (113)

c. Solution of the infinite integral. Similarly, it can be

shown that!°

2 om+1 P Q
IInf(m»W9Z) = (_> 2 E \(1.2
ka =0 420 q'(kz

(= 1)P"Q2p +m+3/2)
2 + k2a2)q—(m/2)—(1/4)

kw \?
X (p+Dpraml'2p+2g + 1)(7)

—2p-m—(312
X Jopims32)(ka)J (kw) P qu_)m"f@(/z) :

Z
Xl ——= .
( V22 + a2>
The normalized near-field pressure response of the mem-
brane is shown in Fig. 16 for various values of ka. The

calculations were performed using 50 digit precision with
P=M=10+ka and Q=2P.

(114)

H. Far-field pressure response

The far-field pressure is derived using the same proce-
dure as shown in Part I of Sec. II of a recent paper10 to give
the same result as Eq. (79), except that the directivity func-
tion D(6) is now given by

M
D(6)=ka Y, TmF<m + i)( 2

0 2/ \ka sin 0

) m+(3/2)

XJm+(3/2)(ka sin 0), (115)

which is the same as for the free space membrane except for
the absence of the cos 6 term because the free space mem-
brane is a dipole, whereas the baffled membrane is a
monopole. For =0 (i.e., on-axis), this simplifies to

u ka
D(0) =ka2 Tw="0,

Z (116)

m=0

using Z; from Eq. (106). Hence the on-axis pressure simpli-
fies to

ka®> _ 1 Ep &, a1
p(r,0)=i——pe™™ — =iw— Cpp——e ¥ —. (117
p(r.0) 4rp’ Z; @ d "P2mre Z; (117)
Taking into account that finxiwCEDé’m, leads to
_ L Ep Ly ™
PrO)pmg = - = o — (118)

Z' d ¢ 2mr’

which, in the case of Z;=1, is Walker’s equation.21 A better
approximation is given by
Z[z 1 +RS/(2pC), ka>2, (119)

which leads to what could be termed the “modified Walker’s
equation.” The on-axis pressure response with damping is
shown in Fig. 17, together with the efficiency and peak dis-
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placement at w=0. In Fig. 18 is shown a comparison of the
on-axis responses with and without damping (the level is
reduced in order to accommodate the large undamped excur-
sions), together with the high frequency approximation,
where the SPL is given by: SPL=20log,.|p(r,0)/(20
X107%|.  The normalized directivity  function
20 log,o|D(6)|/|D(0)| is plotted in Fig. 19 for various val-
ues of ka.

IV. FINITE ELEMENT MODEL

Abaqus CAE v6.5-5 was used for the finite element
analysis. In order to save processing power, only a quarter
membrane was simulated. The analysis was carried out in
two steps using a cylindrical coordinate system. In the first
step, a boundary condition was applied to rim of the quarter
membrane, which blocked axial or tangential displacement,
but allowed radial displacement. Also, a boundary condition
of zero tangential displacement was applied to its two
straight edges. A pretension 7 was applied to the rim node set
using the formula

Force per node = 0.57aT/(No. of nodes). (120)

The second step was a steady-state dynamics analysis in
which an evenly distributed pressure of p;=1 Pa was applied
to the membrane surface. A limitation is that there is no
obvious way to simulate the viscous acoustic resistance
presented by a perforated screen or mesh. The elements
used for the simulation are described in Table I.

The membrane was surrounded by a quarter-sphere of
air with a radius of 0.5 m. The outer curved surface of this
quarter-sphere was coated with a skin of infinite elements in
order to prevent reflections. The air space was created as two
separate front and rear segments, which both had their ad-
joining faces partitioned where they met the rim of the mem-
brane. Each was tied to one of the surfaces of the membrane
and, in the case of the unbaffled membrane, to each other
beyond the rim. Hence, in order to simulate an infinite baffle,
the coupling between the air segments was omitted so that
the rigid boundary condition at the baffle was created auto-

120
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100 F = =
T
%0 7 = Efficiency 12
g o Z o %!
B T Walker SPL = , E
S £
2 70 =
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FIG. 17. On-axis pressure response of push-pull electrostatic loudspeaker in
infinite baffle where =250 mm, h=12 um, T=700 N/m, pp=1400
kg/m3, €,=2000 V,,... Ep=3000V, d=2mm, r=1m, and Rg=100
Ns/m?.
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FIG. 18. On-axis pressure response with same parameters as in Fig. 18,
except €;,=40 V., and with Rg=0 (undamped).

matically without having to create a separate baffle surface.
This also allowed the same mesh to be used for both simu-
lations.

The outer curved edges of the air space were seeded
with a node density of 80 nodes/m (or 6 nodes/wavelength
in free space at 4.6 kHz). The edges of the membrane were
seeded with higher density of 400 nodes/m (or 6 nodes/
wavelength in the membrane at 4.7 kHz), as were also the
adjacent edges of the air space to which its edges were tied.
The remaining straight edges of the air space were left un-
seeded. Free meshing was used throughout. The total number
of air elements was 588 757 with minimum and maximum
angles of 7.5° and 143.4°, respectively. The number of mem-
brane elements was 4824 with minimum and maximum
angles of 29° and 115°, respectively. The finite size of the air
space produced some errors below 170 Hz, so the analysis at
these frequencies was performed using a 2.5 m radius
quarter-sphere with a coarser mesh density to save memory
and processing time. The on-axis responses without and with
a baffle are shown in Figs. 20 and 21, respectively.

V. DISCUSSION

At low to medium frequencies, the analytical calcula-
tions and FEM results show excellent agreement, as can be
seen in Figs. 20 and 21. However, above 1 kHz some diver-
gence occurs. This is in no doubt partly due to the discreti-
zation of the finite element model, which has a density of 6
elements per wavelength at the highest frequency shown.
There could also be some differences due to the fact that the
FEM response was calculated at a distance 0.5 m from the
source and then adjusted to 1 m by subtracting 6 dB,
whereas the analytical result was calculated using the far-
field asymptotic expression. The analytical calculations for
the free space membrane without damping show good agree-
ment with Streng’s results’ t00.

It is interesting to see how the free space radiation im-
pedance in Fig. 5 is an almost monotonic function when
compared with that of a rigid disc. In this respect, it is more
like that of a resilient disc in free space B (or “freely sus-
pended disc”)," which is perhaps not surprising, considering
that the membrane is essentially a more or less evenly dis-
tributed pressure source (i.e., transparent) rather than veloc-
ity one (or opaque). As can be seen from the near-field pres-
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FIG. 19. Normalized far-field directivity function in infinite baffle with
same parameters as in Fig. 17.

sure plots of Fig. 8, the surface pressure becomes more
evenly distributed at higher values of ka. However, one im-
portant difference between a membrane and a resilient disc is
that the membrane is clamped at its outer edge whereas the
resilient disc is free and therefore not realizable." Interest-
ingly, the real part of the membrane’s radiation impedance at
low frequencies is greater than that of the rigid disk, possibly
due to the fact that its perimeter is clamped so that most of
the sound is radiated from the center, with the remainder
acting as a semibaffle to mitigate the acoustic “short-circuit”
between the front and rear surfaces.

The baffled radiation impedance in Fig. 14 is also a
fairly smooth function, compared to that of a rigid disk, and
is therefore closer to the characteristic of a resilient disk in
an infinite baffle'® (or plane wave diffracted through a circu-

TABLE 1. Summary of the finite element model.

Material Section type Element type
Membrane Membrane M3D3 Tri, 3 Node
Triangular Membrane
Air Solid AC3D4 Tet, 4 Node Linear
Homogeneous Acoustic Tetrahedron
Air Solid ACIN3D3 Tri, 3 Node
Homogeneous. Acoustic Infinite
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FIG. 20. On-axis pressure response in free space without damping: com-
parison of analytical and FEM models, where a=125 mm, h=12 ym, T
=100 N/m, pp=1667 kg/m3, p;=1 Pa, r=1 m, and z;3=0.

lar aperture)é. As can be seen from the near-field pressure
plots of Fig. 16, the surface pressure eventually becomes
more evenly distributed at higher values of ka and so con-
verges towards the flat pressure distribution of a resilient
disk.

It can be seen from Figs. 4 and 13 that the motional
impedance in the “piston range” above 440 Hz (or ka>2) is
mainly resistive, as is also the radiation impedance shown in
Figs. 5 and 14. In this region, as the commonly used term
“piston range” suggests, the diaphragm effectively radiates
sound power into the surrounding space and it is here that the
efficiency (see Figs. 9 and 17) is highest. The rising on-axis
response in this region appears to be fairly consistent with
that predicted by Walker’s equation, a fairly detailed discus-
sion of which is provided by Baxendall' (edited by Bor-
wick). This equation generally describes the free space on-
axis pressure response (with some damping) between the
fundamental resonance and the point at which the diaphragm
inertia, together with the acoustic (mainly radiation) resis-
tance, starts to take control. If the electrode structure were to
be partitioned into concentric rings, as described by
Walker,”' the on-axis response in the piston range could, in
theory, be equalized and it would be interesting to see this
included in the model. Also, the polar responses of Figs. 11
and 19 could be widened without losing power. The effect of
the baffle is to equalize the on-axis response in the lower
frequency range (ka>2) so that, with electrode partitioning,
it could be fairly flat all the way from the fundamental reso-
nance to the high frequency roll-off, at which the diaphragm
inertia begins to dominate.

The motional impedance has a minimum value at the
fundamental resonance, which is at 67 Hz in free space (see
Fig. 4) and 53 Hz in a baffle (see Fig. 13). Here, the effi-
ciency is lowest because most of the power is being dissi-
pated in the acoustic damping resistance. (This behavior is in
contrast with that of an electrodynamic loudspeaker, which
tends to be most efficient at the suspension resonance and
then becomes less efficient with increasing frequency.) Not
surprisingly, adding a baffle greatly improves the efficiency
in this region. Below the fundamental resonance, the slope of
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FIG. 21. On-axis pressure response in infinite baffle without damping: com-
parison of analytical and FEM models, where a=125 mm, 2=12 um, T
=100 N/m, pp=1667 kg/m3, p;=1 Pa, r=1 m, and z3=0.

the on-axis response is 18 dB/octave in free space and
12 dB/octave in a baffle.

VI. CONCLUSIONS

A more direct method has been presented for calculating
the radiation characteristics of a circular membrane in free
space than previously available. Furthermore, the method has
been extended to allow for the inclusion of an infinite baffle.
In particular, equations have been derived for the motional
impedance and diaphragm impedance, as well as expansions
for the pressure field. The final equations for calculating the
power series coefficients of the free space and baffled mem-
branes are remarkably similar in form. Most of the terms are
the same, but are just arranged differently. However, the
pressure field is much easier to calculate for the baffled
membrane when the distance to the observation point is
greater than its radius.

It has also been shown how this model can be used as a
benchmark for simulation using tools such as FEM. It is not
intended, though, in this analytical versus FEM comparison,
to select a “winner.” On the contrary, the two approaches
appear to be somewhat complementary. Whereas FEM is
better suited to complicated geometries, analytical simula-
tions tend to be limited to simply geometry, typically axi-
symmetric (i.e., two-dimensional). On the other hand, the
analytical approach has distinct advantages at the frequency
extremes and in deriving far-field asymptotic expressions.
Furthermore, describing a model with equations provides us
with a greater insight into the actual physics of the problem.
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A procedure for measuring the acoustic scattering matrix coefficients of a duct discontinuity for
higher order acoustic duct mode propagation conditions is described and tested. The technique
requires measurement of pressure waves per mode coming in and out of the discontinuity. Assuming
N cut-on modes, the (2N)? scattering matrix coefficients are determined after repeating the
experiment for N linearly independent pressure distributions for at least two load configurations.
Experiments were conducted for a straight duct and a reactive chamber. A good agreement was
found between experiment and theory except near cut-off frequencies. The overdetermination
method based on four loads was shown to improve the results. An analytical simulation of the
experiment was developed to compute the influence on the [S] calculation of an error in temperature
and total modal pressure assumed to be representative of a real measurement situation. This
simulation with a discussion explains the discrepancies between experiment and theory. The test
with the chamber shows that the load method fails as expected in determining the coefficients
associated to the wave coming in the discontinuity from the open end side because of the property
of the middle duct to filter modes making the results very sensitive to uncertainties. © 2006

Acoustical Society of America. [DOI: 10.1121/1.2354040]

PACS number(s): 43.20.Ye, 43.20.Mv [LLT]

I. INTRODUCTION

Sound propagation in duct systems is a problem of con-
siderable practical interest for automotive, building, and
aeronautic industries. A pipe system is usually considered as
a network of straight ducts coupled together via various pas-
sive elements such as mufflers, bends, T-sections, etc. In or-
der to analyze and optimize sound transmission, reflection,
and radiation through and from those basic elements a for-
malism based on transfer matrix method” has been devel-
oped and most often used by manufacturers to design, for
example, exhaust lines and air conditioning circuits. The
scattering matrix formalism which uses the traveling wave
amplitudes as state variables has been shown to be more
attractive than transfer or mobility matrices since it reflects
the fundamental waveguide nature of the problem allowing
one to develop, for example, a general proposal for analyzing
acoustic two-port networks™ or to deduce acoustic energy
dissipation or production in a multiport.5

Over the years a number of papers have been published
on techniques based on two-loads and two source methods to
perform measurements of the scattering matrix for plane
wave propagation condition.®’

Until now no specific measurement procedure which can
be applied in higher order mode propagation conditions has
been achieved. Only investigations on experimental methods
to measure reflection and transmission matrices of disconti-
nuities in a duct have been conducted.®”

Y Author to whom correspondence should be addressed; electronic mail:
jean-michel.ville@utc.fr

2478 J. Acoust. Soc. Am. 120 (5), November 2006 0001-4966/2006/120(5)/2478/13/$22.50

Pages: 2478-2490

The aim of the paper is to present and test a method to
measure the scattering matrix [S] of a discontinuity for
higher order mode propagation conditions. Unlike the reflec-
tion or transmission matrices, the scattering matrix of size
2N X 2N (N being the number of cut-on modes) gives a more
complete description of the discontinuity. Indeed it is inde-
pendent of the open end duct conditions and can then be
integrated in computer programs used for the conception of
complex duct networks.

In Sec. II, after presenting the definition of the scattering
matrix, the theory which the method is based on is described.
In Sec. III, the experimental facility, the two duct disconti-
nuities tested, and the procedure which leads to the determi-
nation of the scattering matrix are detailed. In the Sec. IV the
experimental results are compared with theory for both duct
configurations. Moreover an analytical simulation of the ex-
periment is performed to study the sensibility of the [S] co-
efficients to some parameters of the experiment such as tem-
perature, microphone locations, and modal coefficients and
used to explain some discrepancies observed between experi-
ment and theory.

Il. THEORETICAL BASIS

A. Definition of the scattering matrix [S]
of a discontinuity

The scattering matrix [S] of a discontinuity (in grey in
Fig. 1) located between the axial coordinates z; on side I and
zg on side II (L and R mean, respectively, the left side and
right side of the discontinuity) and linked to two waveguides
is a linear relationship between the incoming pressure wave

© 2006 Acoustical Society of America



FIG. 1. Waves coming in and out of the discontinuity in gray from sides I
and II.

vector {P™,y={P™ (z,), P (zz)}y and the outcoming pres-

sure wave vector {P°"},y={P> (z,),P™*(zz)}y where N is

the number of modes in both cross sections:

{P°"Yon = [STonxon X {P™hy  with (1)

[0 T [S”]M}
[s1= [[sﬂ]w 1%y Lonaw

This matrix, which depicts only the discontinuity, is indepen-
dent of the upstream and downstream acoustic conditions
and is filled by (2N)? coefficients:

Swmpg k1=12 and mnp.q=12,... .N.

The physical meaning of each elementary matrix is as fol-
. Tell . . .
lows: [S,,, pglvxn is the reﬂectlorélof the wave coming in
the element from the left side; [Sm"’pq],\,X ~ is the transmis-
sion of the wave coming in the element from the left side;
22 . . . .
(S pglvxn is the r'eflect'10n of 1t2he wave coming in t.he
element from the right side; [Smn,pq]NxN is the transmis-
sion of the wave coming in the element from the right

side.

B. Theory of the procedure to measure the scattering
matrix [ S] of a discontinuity

In no flow conditions, the fluid is assumed to be ideal
and linear acoustic theory to be valid. As the discontinuity
under test is connected to and between two hard wall cylin-
drical ducts with radius a (main duct) at axial coordinates z;
and z (Fig. 1), the acoustic pressure distribution in the main
duct is written' in cylindrical coordinates (r,®,z) as

o o

P(r0z.0= 2 2 Ppuy(d)Vy,(r, 0", 2

m=-% n=0

where W2 (r, 0)=J,,(X;un/a)e™’ are the eigenfunctions; the
integers m and n are, respectively, the angular wave num-
ber and the radial number (m=0, n=0 is the plane wave);
J,, is the Bessel function of the first kind of order m;
Xmn'!@ is the nth root satisfying the radial hard wall bound-
ary condition on the wall of the main duct J,,(x,./a)=0.
The total modal pressure coefficients P,,,(z) in the cross
sections located at axial coordinates z; and zj are given by
the following relationship:

Pmn(z) = [P:-nn(z) + Pr_nn(z):L (3)

where pressure waves traveling in the positive and negative z
directions are depicted, respectively, in regions I and II by
Pl (2)=Ppy (0)emi  and  Ph=(z)=Ph=(0)e**me
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=\k*>=(x,;,/a)? is the axial wave number of mode (m,n)

in the main duct, k=2mf/c,, f the frequency, and ¢, the
speed of sound in air.

The (2N)? coefficients of [S] are solutions of the follow-
ing system deduced from Eq. (1):

(S padonson =[P Towxan X [P Tonscon- “4)

To fill the 2N columns of [P°"]oysxon and [P™hysons 2N
linearly independent modal pressure distributions have to
be produced and measured by the experiment in both cross
sections located at z; and zz and incident and reflected
modal pressure waves separated.

lll. THE EXPERIMENTAL SETUP AND DATA
PROCESSING

The measurement of [S] was carried out with the duct
facility built under a grant with E.E.C. during the Ducat
program,12 which was already used to measure reflection and
transmission matrices.” The pressure distributions measured
in two closed cross sections before and after the duct under
test by two pairs of microphones are Fourier Lommel’s
transform" then the incident and reflected modes are
separated.9 If N is now the number of cut-on modes, a “se-
lective” computation of the 2N X 2N coefficients of [S] is
then performed after a process based on the generation of N
independent incident fields for two- or six-load cases de-
pending on the direct or overdetermination procedure is
achieved. The load method was chosen instead of the source’
one because of practical considerations.

A. Hardware

The facility is installed in the anechoic chamber of the
University of Technology of Compiegne. The equipment is
made of 0.5-m-long duct components with 0.01-m-thick steel
wall which all have a 0.148-m internal diameter except of
course part of the test duct element. From the left to the right
of the schema (Fig. 2) are shown the following elements:

(1) Absorbent element to avoid reflection upstream.

(2) The source section with three acoustic drivers flushed
mounted in a z line. The axial distance between two
drivers is 0.15 m. All this section can rotate over 360°.

(3) The measurement duct element I which can rotate over
360° is supporting a boom traversing on the radius with
a B&K sound intensity probe attached and directed to-
ward the z axis. The distance between the 1/4 in. micro-
phones is 0.054 m according to well-known
conditions.>'*!*

(4) The 0.5-m-long duct element which will be part of the
test configuration.

(5) The measurement duct element II is identical to the duct
element 1.

Noise is radiated in the anechoic chamber through an
unflanged inlet duct which constitutes the load. The different
load conditions will be created by changing only the length
of this duct. Angular and radial displacements are provided
by step by step motors. A working station automatically op-
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FIG. 2. Experimental setup.

erates the rotation of the source section, the choice of the
axial source, and the displacements of the probe in the r and
O directions. It also supplies the noise generation to sources
and the acquisition through an analog-digital converter of the
signals issued from the four microphones.

B. The data processing

The experimental procedure is divided into the follow-
ing steps:
(1) For each load and source configuration:

(a)  Collect the frequency spectra of the total
modal coefficients in two closed cross sec-
tions located in both measurement duct ele-
ments.

(b)  Separate the incident and reflected modal
pressure vectors.

(2) Postprocess the incident and reflected modal pressure
vectors on both sides of the test duct element for the N
source configurations and two or several loads to get the in
and out wave matrices in z; and zg.

(3) Compute the scattering matrix.

1. Data collection and reduction

During the first step described in Fig. 3 the acoustic
driver is driven with a white noise signal that is band limited
to 0—2700 Hz. For this duct radius and frequency range the
total adimensional wave number ka is lower than 3.8. There-
fore only N<5 modes (0,0); (x1,0); (x2,0) are cut-on. The
transfer functions between the amplifier and microphone sig-
nals provide, after calibration, the amplitude and phase of the
local total acoustic pressure normalized by the level of the
amplifier. The origin of the z axis is then given by the refer-
ence phase that is in the source z axis position. A 240-point
discretization of the acoustic pressure field measured in each
of the two pairs of cross-section areas is achieved by rotating
the measurement duct section at 16 positions equally spaced
by 22.5° and displacing the probe to 15 radial positions.
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FIG. 3. Flow chart of the data collection in both closed duct sections and
separation procedure.

Then modal decomposition by a Fourier-Lommel’s
transform®"? for m=—-7 to +7 and n=0 to 3 is achieved lead-
ing to the cut-on or cut-off complex modal pressure coeffi-
cients in both pairs of cross-section areas. The incident and
reflected modal vectors are then separated and computed at
z; and zp.

All this procedure is repeated for all source configura-
tions and loads. To compute the 100 coefficients of the ma-
trix [S], at least 10 experiments (5 source configurations and
2 loads) have to be performed. The 5 source configurations
and loads have been chosen® to ensure generation of linearly
independent input modal vectors. The coordinates of the
source and the characteristics of the loads used are given in
Table I.

2. Data postprocessing (Fig. 4)

At the end of the first step the modal coefficient vectors
{P™ (z){P™(zp)} of the positive waves and {P (z,)}
{PII (zg)} of the negative waves are available at each side
of the discontinuity for each source and load configurations
and the matrices [P™"],yxon and [P°"],yxoy are filled. The
scattering matrix is then deduced from the relationship Eq.
(4) during the second step as shown in Fig. 4.

Equation (4) can be solved in two ways:

(1) With the “selective” method, the rank of [S] is linked to
the number of cut-on modes and will then depend upon
the frequency. Only the propagating modes are taken
into account assuming that the influence of the cut-off
modes can be neglected.

(2) With the “global” method, the rank of [S] is constant
being independent of the frequency and fixed in relation
to the higher limit of the frequency band studied, i.e.,
2700 Hz, N=5 and the rank of [S]=100 in our experi-
ment. The overall modal basis is considered including
the nonpropagating modes.
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TABLE I. Coordinates of the source and length of the load configurations.

Angular Axial
position position Length of the

Configuration 04(°) of the z% (cm) of the load

No. source source E (cm)
1 0 0 0
2 120 +15 3
3 240 -15 6
4 8.5 0 9
5 128.5 +15 12
6 248.5 -15 18
7 17 0 0
8 137 +15 3
9 257 -15 6
10 25.5 0 9
11 145.5 +15 12
12 265.5 -15 18
13 34 0 0
14 154 +15 3
15 274 -15 6
16 42.5 0 9
17 162.5 +15 12
18 282.5 -15 18
19 51 0 0
20 171 +15 3
21 291 -15 6
22 59.5 0 9
23 179.5 +15 12
24 299.5 -15 18
25 68 0 0
26 188 +15 3
27 308 -15 6
28 76.5 0 9
29 196.5 +15 12
30 316.5 -15 18

Later on in this paper (Sec. V C 2), the experimental
results of the calculation of a [S] coefficient (Fig. 19) de-
duced from both techniques will be compared and show they
provide nearly the same result. Therefore the ‘“selective”
method has been chosen to solve Eq. (4). It is well known
that this direct method based upon the inversion of the
[P"],yxon matrix [Eq. (4)] leads to numerical problems. To
avoid this difficulty an overdetermination techniquels’16 of-
ten used to solve a system where the number of equations
L XN (L>?2) is higher than 2N the number of unknowns was
developed. The scattering matrix [S] is then now deduced
from the relationship:17

[S]gzvxzzv = [[*[Pin]ZNX(LXN)
X[Pin]ng(LxN)]_l

X TP ons ] - (P Bonscaxn - (5)

The columns of the rectangular matrices [P™],yyx;xy) and
[P*"lonxzxn are filled by repeating N experiments asso-
ciated to N source configurations for L=4 or 6 load con-
figurations ensulring8 again that the L X N pressure distri-
butions are linearly independent.
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FIG. 4. Flow chart of the scattering matrix coefficients calculation.

C. The configurations tested

The axial positions zz and z; defined in Fig. 1 corre-
spond, respectively, to the axial coordinates of the two mi-
crophones located on each side of the duct under test. Then
the duct element for which the scattering matrix is measured
is 1 m long including the 0.5-m-long test duct and parts of
the measurement ducts. The two discontinuities tested are
symmetrical in relation to the duct axis and to the axial cen-
terline. The first configuration is a 0.5-m-long element duct
which is identical to the other elements. It has been chosen to
become a reference test because its theoretical scattering ma-
trix is well known (Appendix B) and also because the ex-
perimental conditions are more favorable with respect to the
stationary wave problem. The second configuration is a re-
active type chamber shown in Fig. 5 which introduces more
complicated measurement conditions. It is made with the ref-
erence 0.5-m-long straight duct in which a 5.5-cm-diam axi-
symmetric cylindrical duct is mounted.

IV. ANALYSIS OF THE EXPERIMENTAL RESULTS

To analyze the experimental results several theoretical
developments have been achieved:
35cm

30cm 35cm

-

qoma
e
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.
vemq
]
1
]
|
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a=7.48cm, b=5.5cm.

FIG. 5. The reactive muffler located between z; and zp.
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(1) A theoretical calculation of [S] for both configurations
which the experimental results are compared with.

(2) An analytical simulation of the experiment and an error
calculation on the determination of {P.'(z,)} and

{P!" (z,)} by the separation procedure to discuss the dis-

n
crepancies between experiment and theory.

Among the (2N)*>=100 coefficients (N=5) of [S] only
typical results for the plane wave and for higher order modes
m=1 and 2 are presented emphasizing the symmetry proper-
ties of both discontinuities.

A. Influence of errors

The resulting error on the calculation of [S] will depend
on two things: (1) the errors in the input measured data, i.e.,
temperature, transfer functions, and position of the micro-
phones; and (2) the sensivity to errors in the input data of the
calculation formulas, i.e., induct modal decomposition, inci-
dent and reflected waves separation, and calculation of [S].

During a previous study14 on the influence of errors on
the two-microphone separation method assuming plane wave
propagation condition, some practical conclusions about the
overall length of the duct, the reflective conditions on the
source and open end sides were drawn in order to keep error
in the transfer function estimate at 1% in the magnitude and
0.6° in phase. Also as a result of this study, a condition on
the distance d between microphones which has to be re-
spected in order to avoid a very large sensitivity to errors in
input data during the separation procedure was deduced. In
our experiment this distance d was chosen equal to 5.4 cm in
order to respect this condition leading to an upper frequency
limit of 2700 Hz (Sec. IIT A). For higher order mode propa-
gation conditions, the sensitivity to the modal decomposition
technique in the microphone location and signal to noise
ratio was already discussed during previous works.'® Assum-
ing the technique to be a generalization of this developed for
plane wave case™ the optimal distance of separation was
extended to higher order mode propagation conditions.

The calculation of error presented in this paper based
upon a direct simulation of the experiment described in the
following begins by the separation procedure and includes
the calculation of [S], then excluding the sensitivity to errors
in the input data to the modal decomposition stage which is
therefore considered as a known input data to the simulation
program as shown in Fig. 6. Moreover, an analytical calcu-
lation of the error produced by the separation process based
on a first-order Taylor expansion of the calculation formulas
is presented in Appendix D. Results of this study will em-
phasize for higher order mode propagation condition the
high sensitivity of this step to errors in input data such as
temperature and total modal pressure when the frequency
becomes very close to the cut-off mode frequency while for
the plane wave the sensitivity to the error on temperature can
be neglected compared to the error on total modal pressure.20

Another effect to be considered is the influence from the
nonpropagating mode on the measurement of [S]. According
to a study which discusses this matter for the plane wave
case' the microphones should not be placed closer than
about 10 mm from the discontinuity or a sample to avoid the
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FIG. 6. Flow chart of the error estimation by a simulation process of the
experiment.

effect of near field. For higher order mode propagation con-
dition when the frequency approaches the cut-off frequency
the influence of the evanescent mode increases as the “damp-
ing” length becomes long. In the present study the modal
basis which the decomposition technique is calculated with,
includes all modes up to m=+7, n=3 whatever the fre-
quency is (Sec. III B 1) avoiding the influence of the evanes-
cent modes up to the separation step included in the fre-
quency band studied. Another problem is to include in the
calculation of the matrix [S] the conversion coefficients in
reflection and transmission from a cut-on mode to a cut-off
mode which assumes the modal basis used in Eq. (4) is ex-
tended to the nonpropagating modes. It will be shown in Sec.
V C 2 that for an axisymmetric discontinuity in the fre-
quency domain down to the cutoff frequency of the (0,1)
and as the distance between the discontinuity and the mea-
surement cross section is far enough, the influence of the
evanescent modes can be neglected. This assumption was
already verified in previous studies where reflection and
transmission matrices were measured.®’

Then the direct simulation program has provided the cal-
culation of error produced through the matrix scattering for-
mulas for a 5° error on temperature and (1°, 5%) error on,
respectively, the phase and the amplitude of the total modal
pressure coefficients measured in both cross section values
assumed to be representative of a real measurement situation.

B. Theoretical simulation of the experiment
1. Theory of the simulation

Figure 7 shows the duct arrangement used to simulate
the experiment. It is made of the duct element located be-
tween z; and zp and defined by its theoretical scattering ma-
trix [S]. On the left side of this duct element a semi-infinite
duct is supporting the source section and on the right side a
finite length duct is radiating outside through an infinite
baffled open end. The total pressures in the four cross sec-
tions where the microphones are located are then calculated

Sitel et al.: Acoustic scattering matrix measurement
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analytically for each source and load configuration listed in
Table I. To perform this simulation the following analytical
calculations have to be carried out:

(1) The scattering matrix [S] (Appendices A and B).

(2) The impedance matrix [Z,, ,qlyxny of the open end
reflection."

(3) The incident pressure matrix in the semi-infinite duct
{P" (z;)}yxy deduced for each of the N source configu-
rat10ns (Table T) assuming a point source defined by its
amplitude A;=1 and phase ¢,=0 and located at
(Z‘Y > 03‘ > a)'

(4) The modal pressure coefficients in both duct cross-
section areas for all sources and loads configurations
given in Table I (Appendix C).

2. The simulation procedure

The flow chart of the simulation procedure is described
in Fig. 6. Its validation was carried out by introducing the
theoretical values of [S] and verifying that when no errors
are assumed the procedure results in the same matrix [S].
The sensitivity of [S] to errors on the following parameters
were then studied by introducing errors on the temperature,
modulus and phase of the modal pressure coefficients, and
axial positions of the microphones.

C. Experimental results

1. Straight duct

Influence of the number of loads on the experimental
results. The advantage of the overdetermination procedure
over the direct method is clear in Fig. 8 where the variations
of the transmission coefficient of the plane wave Soo 00 VS ka
for two and six loads are compared with theory. All “insta-
bilities” in the high frequency domain have been avoided
when the overdetermination method is performed. As a con-
sequence, all other results presented in the paper were carried
out with the overdetermination method with six loads.

Analysis of some [S] coefficients. 'The modulus of the
transmission coefficients [Syy00:Sgy 0] and reflection ones
[S60.00: Soi00] for the plane wave (0,0) coming in the discon-
tinuity from the left and right sides respectively, are plotted
versus ka up to 3.8 and compared to the analytical results in
Fig. 9. In Fig. 10 the same results are presented for the
higher order mode case (—1,0). At once the three following
comments have to be made:
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FIG. 8. Comparison with theory for the straight duct configuration of
|Sébl_00|, the experimental transmission coefficient vs ka of the plane wave
mode traveling from the left to the right side deduced from the direct and
overdetermination methods.

(1) The experimental curves Sm() p Sm0 0, are nearly super-
imposed on, respectively, Sm0 10> SmOmO for m=0,-1
verifying the symmetry property of the element with re-
spect to its median plan.

(2) The experiment underestimates the theoretical transmis-
sion coefficients for both modes near the cut-off fre-
quency, for 1.5<ka<2 and for ka close to 3. Also a
slow increase with frequency from O at the cut-off fre-
quency to 1 instead of the step function predicted by
theory is evident for m=—1.

(3) The experimental reflection coefficients oscillate be-
tween 0 and 0.2 reaching higher values near cut-off fre-
quencies in opposite to the theory which predicts no
reflection.

(a) Expenment lSég’UUI P

Theory

D ——

3]

(b) Ezperimernt ———~: Ezpenment |,S“ s DU|

w22 .
S oo ,DDl "

FIG. 9. Comparison with theory for the straight duct configuration of: (a)
[S5.00l @nd [Sgiool the experimental transmission coefficients vs ka of the
plane wave mode traveling, respectively, from the left to the right side and
from the right to the left side; (b) [Sgyl ool and [Sgo0l the experimental reflec-
tion coefficients vs ka of plane wave mode coming in the straight duct from
the left side and from the right side, respectively.
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FIG. 10. For the straight duct configuration: (a) Comparison with theory of
1S%0.- 10l and S, ol the transmission coefficients vs ka of mode (~1,0)
traveling, respectively, from the left to the right side and from the right to
the left side; (b) [S',_ ;o and [S*{,_,| the experimental reflection coeffi-
cients vs ka of mode (~1,0) coming in the straight duct from the left side
and from the right side, respectively.

The effect on the coefficients S\ 10.-10 and st 10.-10 Of
a 5° discrepancy on temperature and (1° ,5%) error on, re-
spectively, the phase and the amplitude of modal pressure
coefficients in two of the cross-section areas was estimated
with the simulation procedure. In Fig. 11 the comparison
between simulated and experimental results points out that
these coefficients are very sensitive to errors but only in the
frequency domain very close to the cut-off mode frequency.
In Appendix D, this influence is shown to come from the
sensitivity of the separation procedure in the input data such
as temperature and total modal pressure explaining only part
of the difference between experiment and theory. Indeed the
periodic oscillation on the reflection coefficient and the slow
variation of the transmission coefficient noticed before on
mode m=—1 are not due to errors but caused by a physical
phenomenon which is probably, as justified in the following,
produced by a vibration of the duct wall. Indeed, the step
variation of the theoretical transmission coefficient at the
cut-off frequency and the nonreflection assume that the nor-
mal velocity on the wall is zero. But it is well known that
this condition is not realistic and a coupling between acoustic
duct cavity and duct wall vibration always occurs and can
become stronger particularly when the frequency approaches
by upper values the mode cut-off frequency.

Typical experimental results of the conversion coef-
ficients of mode m=—1 into m=0 in transmission and reflec-
tion for waves coming in the discontinuity from the left and
the right sides, respectively, are plotted in Fig. 12. All coef-
ficients are lower than 0.1 except near the cut-off frequencies
of modes. This result verifies the property of axisymmetry of
the element which leads theoretically to no conversion be-
tween angular modes. Moreover, the couples of curves
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FIG. 11. For the straight duct configuration comparison between experiment
and simulation with a 5° error on temperature and (1°,5%) errors on,
respectively, the phase and the amplitude of the modal pressure coefficient:
(@) [8%y_ ol the transmission coefficient vs ka and (b) |S", | the reflection
coefficient vs ka.

(50105 S06.-10] and [Sgp_10: Sgi—10] are nearly superimposed
verifying the assumption of symmetry of the element with
respect to its median plan.

2. The Chamber

The modulus of the transmission
:521 1 and reflection coefficients [$%2

mn,mn >~ mn,mn

coefﬁcients
SI 1 ]

mn,mn >~ mn,mn

[s}2

2628 3 32 34 3/ 38

(a) Expeniment IS Py _1|::| ! m—: Experiment l;_. 00, 10| .

ne&F J
0.4r
0.2r

.;';
ML

F i

3 32 34 3B 38

Tt

(b) E}’penmentlu 04 lﬂl ! Experiment IS;?__NI S

FIG. 12. For the straight duct configuration the expenmental conversion
coefficients of mode (~1,0) into (0,0) vs ka: (a) |5 _;el and |Spi_ol in
transmission; (b) [Sgy_ol and [Sg5_ | in reﬂectlon
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FIG. 13. Comparison for the reactive duct configuration between theory and
experiment of: (a) [\l and [Sigo,l the transmission coefficients vs ka of
mode (0,0) traveling, respectively, from the left to the right side and from
the right to the left side; (b) |Sgy. ool and |5l the reflection coefficients of
mode (0,0) coming in the element, respectively, from the left side and from
the right side.

through the duct element which contains the chamber for
waves traveling from the left and the right sides are plotted
for m=0, 1, and 2 and compared to the analytical results in
Figs. 13, 14, and 16, respectively.

For the plane wave m=0 (Fig. 13) the agreement be-
tween experiment and theory is good but some differences
have to be noticed:

(1) For 1.5<ka<?2 and around ka=3 the experimental
transmission coefficient is smaller than the theoretical
one as already observed before with the straight element
and justified by a vibroacoustic coupling.

(2) The symmetry of the discontinuity with respect to its
median plan is verified for ka<<2. The small diameter
duct is filtering the pressure distributed on mode m=1
for 1.8<ka<2.51 and m=2 for 3.05<ka<4.16 (Table
IT) leading to a worse signal to noise ratio downstream of
the chamber and then noisier coefficients Ségfoo and Sébz,oo
for waves traveling from the right to the left.

(3) Just below ka=3.8 the cut-off frequency of the mode
(0,1) the shift between experimental and theoretical
minima and maxima is produced because the conversion
of mode (0,1) into (0,0) is not taken into account by the
analytical model.

The incident pressure PIlB(z) on mode m=1 on the
source side is filtered by the chamber for 1.84 <ka<<2.51
(Table II). Then in the analysis to follow the results associ-
ated to the waves traveling from the left and right sides of
the chamber are discussed separately. Indeed Fig. 14 points
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FIG. 14. Comparison for the reactive duct configuration between theory and
experiment of: (a) [ST, .10l and |SL ol the transmission coefficients vs ka
of mode (+1,0) traveling, respectively, from the left to the right side and
from the right to the left side; (b) St ol and [S77 | the reflection coef-
ficients vs ka of mode (+1,0) coming in the element from the left side and
from the right side, respectively.

out the following:

(1) S} 1o and Siyo, the transmission and reflection coeffi-
cients for waves traveling from the left to the right, agree
well with the theory.

(2) For ka up to 2.51 as Plf(f)(z) is filtered by the chamber, on
the open side the pressure level is very low. The mea-
surements of both coefficients S {gflo and S%;)z’m are based
on the incoming wave traveling from the right side of the
chamber. This pressure wave results from the reflection
by the duct inlet of the wave which was already trans-
mitted through the chamber. The pressure coming out on
the left side of the chamber which is used to measure
5162,10 has then been filtered two times. This explains why
in this frequency domain the signal to noise ratio be-
comes so low that such an important discrepancy occurs
between experiment and theory and also why this error is
more important on the transmission coefficient than on
the reflection one. This effect is well reproduced (Fig.
15) by the simulation of the experiment where it was
assumed a 5° discrepancy on temperature and 1°, 5% on,

TABLE II. Cut-off ka frequencies of duct with radius a and b.

ka ka
(m,n) (a=7.48 cm) (h=5.5 cm)
(0,0) 0 0
(x1,0) 1.8412 2.51
(£2,0) 3.0542 4.16
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FIG. 15. For the reactive duct configuration simulation of |Si’1]0, .10l and
|SL2 .ol the transmission coefficients vs ka of mode (+1,0) with a 5° error
on témperature and (1°,5%) error on, respectively, the phase and the am-
plitude of the modal pressure coefficients.

respectively, the phase and the amplitude of modal pres-
sure coefficients in the two cross sections. This result
emphasizes also that the measurement of this coefficient
in this propagation condition is very sensitive to errors
on the experimental parameters.

(3) For ka>2.51 the symmetry of the discontinuity with re-
spect to its median plan is verified even for the plane
wave case because the coefficients which are associated
to the waves traveling from the right to the left are
noisier than those traveling from the left to the right.

The incident pressure distributed on mode (2,0) is cut-
off by the chamber for all the ka spectrum studied (Table II).
The interpretation of the experimental results (Fig. 16) de-
veloped for the mode (1,0) when it is cut-off has to be ex-
tended for the (2,0) mode to all ka studied. Indeed the trans-
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FIG. 16. Comparison for the reactive duct configuration with theory of: (a)
1S750.420/ and [S5 50| the experimental transmission coefficients vs ka of
mode (+2,0), respectively, from the left to the right side and from the right
to the left side; (b) |S}3y.,50/ and [S3fy ol the experimental reflection coef-
ficients vs ka of mode (+2,0) coming in the element from the left side and
from the right side, respectively.
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FIG. 17. For the reactive duct configuration, experimental conversion coef-
ficients vs ka for mode (~1,0) into (0,0): (a) |Sg._ el and [Sgz_ | transmis-
sion, respectively, from the left to the right side and from the right to the left
side; (b) [Sg1_ ol and [ S35 | reflection coming in the element from the left
side and from the right side, respectively.

mission coefficient S%bl,zo and the reflection one Sébl,zo related
to the wave traveling from the left to the right agree with
theory. But the measurement of Séi)z,zo transmission coeffi-
cient resulting from the wave traveling from the right to the
left is completely wrong while the reflection coefficient S%bz,zo
is better determined allowing one to verify the symmetry of
the discontinuity with respect to the chamber median plan.

In Fig. 17 are plotted conversion coefficients in trans-
mission and reflection of the mode (-1,0) into the plane
wave. Again the coefficients agree with theory, which pre-
dicts a zero value because of the axisymmetry of the geom-
etry but only for the wave traveling from the left to the right.
The computation by the simulation program of the conver-
sion coefficients in reflection with errors on temperature and
modal coefficients reproduces the experimental curves as
shown in Fig. 18, verifying the high sensitivity of this mea-
surement to uncertainties.

In Fig. 19, the results of the measurement of |Sfb{10 , the
modulus of the transmission coefficient versus ka already
presented in Fig. 14, are compared with the results deduced
when the modal basis used for the calculation of [S] includes
all five modes in the complete frequency domain meaning
that the influence of the evanescent mode is taken into ac-
count. As both curves are superimposed, we can deduce that
in our test configuration the nonpropagating modes can be
neglected.

V. CONCLUSIONS

An experimental procedure was achieved to measure the
scattering matrix of a duct discontinuity for higher order
mode propagation conditions. Straight and reactive type si-
lencer duct configurations were tested and the experimental

Sitel et al.: Acoustic scattering matrix measurement
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FIG. 18. For the reactive duct configuration, simulation with a 5° error on
temperature and (1°,5%) errors on, respectively, the phase and the ampli-
tude of the modal pressure coefficients of [Sg_ ol and |Sg;_ ol the conver-
sion coefficients vs ka in reflection for mode (-1,0) into (0,0) respectively
coming in the element from the left side and from the right side.

results compared with theory. The analysis of the results per-
formed mode per mode on the straight configuration showed
that the overdetermination procedure with six loads improves
the results. An analytical procedure of the experiment was
developed and used to point out the sensitivity of the experi-
mental parameters errors on [S] measurements. Indeed, it
was shown to be important but localized very near the mode
cut-off frequency. The other differences between theoretical
and experimental variations of the transmission and reflec-
tion coefficients are explained by the assumption of the non-
realistic theoretical hard duct wall condition. The symmetry
properties of the straight duct geometry with respect to the
duct axis and its medium plan were verified experimentally.

The experiment with the reactive chamber has pointed
out the filtering effect of a reduction of the diameter of the
duct on acoustic modal propagation. Experimental and theo-
retical results agree in the frequency domain where the
modes are cut-on in all test configurations. When the modes
are cut-off by the smaller diameter duct the experimental
results associated to the incident wave coming from the
source side also agree with theory. But the method is unable
to measure [S], especially the transmission coefficient asso-
ciated to the wave traveling from the open end side in this
frequency domain. The simulation also shows that, in these
conditions, the method is very sensitive to errors leading
clearly to wrong results. When the discontinuity is not sym-
metric with respect to its middle plan, the two source tech-
nique or a permutation of the chamber has to be applied to
improve the results.
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FIG. 19. For the reactive duct configuration experimental \Sf’llmm\ the trans-
mission coefficient vs ka of mode (+1,0) traveling from the left to the right
side deduced from selective and global methods.
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APPENDIX A: CALCULATION OF THE SCATTERING
MATRIX FROM A GIVEN TRANSFER MATRIX

The transfer matrix [T]yxy of a duct element like this
shown in Fig. 1 is defined by

11 1

=[Tlyxon X (A1)

1 1 :
Vil Voo
P and V, are, respectively, the total pressure and the axial
acoustic particle velocity vectors expressed versus their
modal description by

{PI, Vi}2N= {P (ZL) 2 mn(ZL)};\la (AZ)

{PH’ VE}ZN = {Pgn(ZR) V?mn(ZR)HV'

It is well known that the axial acoustic particle velocity is
deduced from the pressure by]
(Pmn(z) - P;M(Z)) (A3)
with ann: (k;lnn/p()C()k).

Developing Eq. (A1) and replacing these total acoustic

quantities versus the incident (+) and reflected (-) pressure
and axial particle velocities two relationships are deduced:

Vz,mn(Z)

{pP H+(ZR)}N+ {P mn(ZR)}N [X* T - {P e )iy

+[X Ty - {Pp:,(ZL)}N» (A4)
{P H+(ZR)}N {p ZZ(ZR)}N= [W*lns - {P o (ZL)}N
+[ Wy - {Pp_q(ZL)}N’ (AS)

where

[X*yxn = ([T“]NXN + [diag(Y;,,) Iyxn - [T12]N><N)’ (A6)

[W*]yxn = [diag(ng)]]_VlXN' ([T21]N><N

+ [diag(Yy,) Tvscn - [T I - (A7)

As the scattering matrix is given by Eq. (1) and using Egs.
(A5) and (A6) the expressions of the four elementary matri-
ces of [S] vs [X*]yxn and [W*]yxy are deduced:

[SI’I]NXN: X Tysen = W Tsend ™t ([W* lyxw

= [X*Tnsew) v (A8)
[SI’Z]NXN =2[[X Iyxn— [W_]NXN]&IXN’ (A9)
(52 wsew = [= (X Tihen = [W T (X Ty

+ (W T v (A10)
[SZ’I]NXN: [[[X_]z_leN

— W T ™ (X T - [X s

— (W T - [W Tsen) I (A11)
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APPENDIX B: CALCULATION OF THE TRANSFER
MATRICES OF THE STRAIGHT DUCT AND OF
THE REACTIVE CHAMBER CONFIGURATIONS

The scattering matrices of both configurations are de-
duced from their transfer matrices using the relationships

[diag(COS(kfml)]NXN

T, =
e ooy [diag(iY%, - sin(k%,) Iyxy

Reactive muffler (Fig. 21). If N modes are cut-on in the
main duct with radius a, the transfer matrix of the duct ele-
ment located between z; and z is deduced by

[TTowsxon = [Tus Jowxad T Danscon

X[ Ty, Jonsord T howsxon T Jowxon- (B2)

[T, nxon is the transfer matrix of straight duct with radius
a and length 1. [T}, lovxoy is the transfer matrix of straight
duct with radius b and length /,.

The transfer matrix of an expansion [T*P], .,y is de-
duced by inversing the transfer matrix of the constriction
matrix given by

[(Flnxn

[0]ysn ]
[0y oy Y

[TCOHS[]sz 2N = { [ G]z_le N

[Flyxy and [G]yxy are deduced from the continuity bound-
ary conditions on pressure and axial particle velocity in the
duct crosssection S where the area modification occurs:®

1 .
Frgmn=—5 f f W W rdrdo, (B4)
Npq Sp

G = L W2 W rdrd
e Namn S pam .

NPa=S, T2 (X [1-(m?/x2,)] is the normalization factor.

S,=m(a)? and S,=m(h).

2488 J. Acoust. Soc. Am., Vol. 120, No. 5, November 2006

[diag((i/Y,,) - sin
[diag(cos(ks, D) Ivxn

)

Ja \-_’ A mm(zx)

AAAAAAAAAAAAAAAAAAAAAAA

{ F;r"(zfg} [TGM”:LMQN

vio(z

2,mn "L

A
[T ” ]QMZN ZD’:; (ZR)
VH (ZR) -

M

FIG. 21. Schema of the reactive chamber configuration.

given in Appendix A. Then in the following paragraphs only
the transfer matrices of both configurations are calculated.

The straight duct (Fig. 20). If N modes are cut-on in a
straight duct with radius a located between z; and zg, its
transfer matrix is defined' also by Egs. (Al) and (A2). If
V. an(2) is given by Eq. (A3), the transfer matrix of a straight
element of radius a and length / is'

(KD Inxv

: (B1)
INX2N

APPENDIX C: COMPUTATION OF THE PRESSURE
IN THE TWO PAIRS OF DUCT CROSS

SECTIONS DURING THE SIMULATION
PROCEDURE OF THE EXPERIMENT

The expression of the incident pressure {P* (z,)}y dis-
tributed on N cut-on modes produced by a point source (Fig.
6) in the semi-infinite duct at z; is given by

{Pgn (ZL) }N = { amnA Sei(‘PS_m HS+km”(zL_ZS))}N9

where «,,,=1/2ik,,,N;,, As=1, and ¢g=0 are, respectively,
the phase and amplitude of the point source, 6 and zg are
angular and axial positions of the point source.

The transmission matrix [Tg]yxy Of the duct element
(Fig. 6) located between z; and zy is defined as a function of
the incident and transmitted pressures distributed on the

cut-on modes of the main duct by9

{PII};(ZR)}N = [TR]NXN . {P/I;n(ZL)}N'

If [R'(z;)]yxy and [R™(zgx)]yxy are the reflection matrices
in both cross-section areas located at z; and zz apart from
the discontinuity (Fig. 7) the incident and reflected pres-
sures in z; and zp distributed on cut-on modes of the main
duct are related by

(P2 ()t =[R20 Iy - {Po(zp)ly  and

(C1)

(C2)

(C3)

{Pf'n_n(ZL)}N = [RI(ZL)]NXN~ {P;rn(ZL)}N-

The reflection matrix in zz is deduced from the reflection

matrix [R"(z.,q) [yxy in the open cross-section area located

at z.,q computed from a theoretical model which assumes
e 20

an infinite baffle condition.

Sitel et al.: Acoustic scattering matrix measurement
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FIG. 22. The relative uncertainty vs ka on the determination of the incident
(1,0) modal pressure by the separation technique to 5° in 7 or 5% in modu-
lus of total modal coefficient.

[RH(ZR)]NXN: [diag(e_ik'"”E)]z_leN- [RH(Zend)]NXN

X [diag(e*™m") |y - (C4)

[Trlyxn and [RY(z;)]yxy are deduced from the scattering ma-
trix for a given length E load with the relationships:

[Trlvxn
=[[]yxn = [522]N><N- [RH(ZR)]NXN]Z_VIXN' [SZl]NXN’ (Cs)

[RI(ZL)]NXN

=[[s" 1:|1v><1v + [Slz]NXN . [RH(ZR)]NXN A TrIvxvIvsn-
(Co)

The total acoustic pressures in the four cross sections located
at z;,27.4-2r, and zp,, are then deduced by adding the inci-
dent and reflected pressures:

Pz v ={Py (2 )+ {Pym (22.0)}ns (C7)
{P}nlr} ZL,R + d)}N = [diag(eﬂkmnd ]N><N {PI Al +(ZL R)}

+[diag(e ®m ) ]y . {P, n’m_(ZL,R)}N-
(C8)

This calculation is performed for g=1, N source configura-
tions (zg, A5)? and all loads (Table I).
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FIG. 23. The relative uncertainty vs ka on the determination of the incident
plane wave pressure by the separation technique to 5° in 7" or 5% in modu-
lus of total modal coefficient.

APPENDIX D: ANALYTIC SOLUTION OF THE ERROR
CALCULATION ISSUED FROM THE SEPARATION
TECHNIQUE

The complex incident and reflected modal pressures P!
and P, = are solutions of the following system ? where P12

mn mn

are the total modal pressures in two cross sections separated
by a distance d (Fig. 2):

P Plhne_ikm”d_ Pl%m
mn e~ Hmnd _ pikyyd >

mn

P2 P! ebud

- mn

Pmn - zkm”d lk d *

mn'

(D1)

If AP!2 Ak,,,, and Ad are, respectively, the uncertainties on

mn?

the total modal pressures P12, axial wave number, and dis-

mn?
tance, the error on P, can be deduced from

AP =& AP, + 17, (dAk,, + k,,Ad), (D2)
where
. oPy, aPy.  xettmdi]
En = P! + P =tk _ gikd?
7 =L§m= . l(P,lnn—Pz cos(km,,d))
=k d) (e~ — k)2

Assuming a reflecting condition where the conversion is ne-
glected:

Pl =P+ (1+Rmn,mn)

2 _ pt ik,,,d —ik,,,d
Pmn Pmn(e e T Rmn,mn)

P,,=P, R

mnt mn,mn

=

the coefficient 7, becomes

+2iP}

7717!7! mn

(1 - eikm"d Cos(kmnd)) + Rmn mn(l - e_lkm"d
(e—zkm,,d ikm,,d)Z

cos(ky,d)) )

If the hard wall reflection condition |R,,, .| =1 and ®(R,,,,,,)=0 is assumed, 7,,==+iP} and Eq. (D2) is lead-ing to the
relationship which gives the error on the incident and reflected modal pressure relative to the incident modal pressure:
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AP IPE =& (AP, /P ) +i(d- Ak, +k,, - Ad).
(D3)
The uncertainty Ak,,, on the axial wave number k,,, is de-

duced from the uncertainties on 7 the temperature and on f},,
cut-off frequency of mode (m,n) by

Iy A 9k
. mn _OAT+ ﬂAffnn = ,lL,’,mAT‘l' /L'LmnAﬁnn’

Akmn -
dgeg T of,
(D4)
where ¢(=20v273+T7=330.45+0.607T. As
fon= L0 Xomn 44 easy to show that
27 a
Af, = 0.607 X AT+ Ay XN, (D)
2ma 2ma 2ma

where ,,,= 27/ co)*f5, ko and ! =0.607k,,,/ co. Axm
is an error issued from the measurement duct wall bound-
ary condition and Aa the error on the measurement duct
radius.

From the relationships (D3) and (D4) the relative uncer-
tainty AP} /P} to errors in T, X, a can then be deduced.
The contributions to the relative error AP} /P; vs ka of a
5¢ error in temperature and 5% error in the modulus of the
total modal pressure are plotted in Fig. 22 for a mode (1,0)
and Fig. 23 for the plane wave. These curves point out that
for the plane case the error on the pressure measurement is
more important than this on the temperature as shown in a
previous study20 while for a higher order mode both contri-
butions are similar in amplitude and become very sensitive
when the frequency tends to be near to the cut-off mode
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Far field propagation measurements of high-amplitude periodic signals generated by the U. S. Army
Research Laboratory’s Mobile Acoustic Source (MOAS) have been made. The MOAS is a large
horn-coupled electropneumatic loudspeaker capable of producing sound at a few hundred hertz with
a maximum overall sound pressure level of 155 dB re 20 wPa at 1 m. The possible influence of
nonlinear effects have been investigated because the measurements exhibit greater sound pressure
levels at high harmonics than are predicted by a linear propagation model. Between 100 and 375 m,
nonlinearly predicted spectra obtained via a generalized Burgers equation-based model are
consistently closer to measured spectra than are linear predictions, according to calculations of mean
absolute error. These comparisons strengthen the assertion that nonlinearity is, in fact, the primary
cause of disagreement between the measured and linearly predicted spectra at high frequencies.
Comparisons between the nonlinear model and measurements, however, yield increased errors for
greater propagation distances (~1 km) and for measurements made later in the afternoon. For these
cases, the nonlinear model calculations generally predict greater sound pressure levels at high
frequencies than are actually present in the MOAS measurements. Despite the increased errors for
these latter comparisons, the nonlinear model still typically performs better than the linear model.
This provides additional confirmation of the presence of nonlinearity in the propagation, but may
also point to the need to account for atmospheric variability in the numerical model to provide

improved predictions. © 2006 Acoustical Society of America. [DOIL: 10.1121/1.2345934]

PACS number(s): 43.25.Cb [MFH]

I. INTRODUCTION

In the past, the role of nonlinearity in the propagation of
high-amplitude sound has been given considerable attention
in a variety of contexts. Relevant studies have utilized ana-
Iytical, numerical, and experimental methods to study vari-
ous aspects of the problem. However, a review of the litera-
ture reveals only a limited number of experiments dedicated
to the measurement of finite-amplitude effects in outdoor
continuous-wave sound propagation. Theobald' studied the
vertical propagation of periodic waveforms over a maximum
range of 76 m. Webster and Blackstock® subsequently per-
formed a similar study over a comparable range with band-
limited noise waveforms. Both of these studies showed clear
evidence of nonlinear propagation in that the measured high-
frequency sound pressure levels were significantly greater
than those predicted with linear theory.

Our main purpose in this article is to describe the results
of recent field experiments with a high-amplitude acoustic
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source that also show evidence of nonlinear effects. The
source for these measurements was the U. S. Army Research
Laboratory’s Mobile Acoustic Source’ (MOAS), which is a
large electropneumatic loudspeaker. These experiments with
the MOAS have been carried out as part of a multifaceted
effort to study nonlinearity in the propagation of noise from
high-performance jet aircraft* over moderate ranges. Because
of the potential impact that takeoffs and low-altitude training
runs may have on nearby communities, nonlinearity in
ground-to-ground propagation is of considerable interest.
Consequently, these controlled-source measurements were
conducted over several hundred meters at near-grazing inci-
dence, for which ground effects can play a considerable role.
Also, as is typical with outdoor propagation experiments,
wind, turbulence, and temperature profiles affect the re-
corded waveforms.

Because multiple phenomena influence the propagation,
an important aspect of the measurement analysis is a com-
parison against the results of a numerical model’ that is
based on the generalized Burgers equation (GBE). The GBE
is a widely established nonlinear model equation that can
correctly predict the effects of second-order nonlinearity for
lossy parabolic propagation of acoustic pressure waveforms.
However, because the GBE does not incorporate all the phe-
nomena that affect outdoor measurements, a comparison of
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FIG. 1. (Color online) Photograph of the U.S. Army Research Laboratory’s
Mobile Acoustic Source (MOAS).

the numerical results against the measurement may give
some indication of the relative importance of nonlinear ef-
fects at a given frequency for a particular test. Theobald' also
made numerical comparisons against his periodic-waveform
measurements using a modified form of an algorithm devel-
oped by Pestorius and Blackstock.’ Agreement between mea-
sured versus numerically calculated levels for the first three
harmonics was good over short distances, but significantly
worsened for the second and third harmonics by the maxi-
mum measurement distance of 76 m. Computed results were
obtained using only one cycle of the input waveform that
was scaled to match the time-averaged level of the funda-
mental frequency.

In the remainder of this paper, the MOAS and the mea-
surement setup are first described. Measurement results for a
number of cases are then presented and discussed. Finally,
after a brief discussion of the numerical model, comparisons
between measured and both nonlinearly and linearly pre-
dicted spectra are examined and analyzed.

Il. MEASUREMENT SUMMARY

A. The mobile acoustic source

The U. S. Army Research Laboratory has a large horn-
coupled electropneumatic loudspeaker known as the Mobile
Acoustic Source (MOAS). The horn is a 10-Hz exponential
horn that is 17.1 m long and has a mouth diameter of 2.3 m.
Acoustic pressure signals are generated by a valve that
modulates the flow of compressed air. The MOAS, which
has a nominal frequency response range of 10—500 Hz, was
primarily designed to simulate the acoustical signature of a
tank. Measurements of the MOAS conducted by the National
Center for Physical Acoustics at the University of
Mississippi7 indicate maximum output levels of
155 dB re 20 uPa at 1 m. The MOAS is shown mounted on
its flatbed trailer in Fig. 1, where the horn’s axis is located
3 m above the ground.

B. Measurement array and environment

The propagation measurements were conducted on 12
February 2004 at the Blossom Point field test facility in
Blossom Point, MD between 13:00 and 14:45 Eastern Stan-
dard Time (EST). Bruel and Kjaer 12.7-mm free-field micro-
phones (Type 4190) were located along the loudspeaker cen-
terline according to the layout in Fig. 2. Microphone poles
were placed at 10, 100, 250, and 375 m, and an existing
tower was used to collect data at 1092 m. The measurement
elevation angles were 0°, 0.7°, and 1.4°, relative to the 10-
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FIG. 2. (Color online) Microphone ranges and heights for the MOAS propa-
gation measurements.

m on-axis microphone. The 1.4° measurement angle is ap-
proximate because the tower height was insufficient to place
the 1092-m microphone along the same angle as the rest of
the microphones, which were located nominally at 1.45°.
Microphones were also placed on the ground at each pole
location and at the tower. All microphones were pointed at
the source (normal incidence), which yields a nominally flat
(=1 dB) amplitude response for the Type 4190 microphones
out to 20 kHz. With the exception of the tower data at
1092 m, microphone data acquisition was carried out using
National Instruments 24-bit PXI-4472 cards sampling at
96 kHz. At the tower, waveform data were acquired with a
National Instruments 16-bit NI-DAQ 6036-E card sampling
at 200 kHz and were then multiplexed over four channels,
yielding an effective sampling frequency of 50 kHz per
channel.

The ground along the propagation path was fairly flat,
nominally soft, and covered by long grass and other vegeta-
tion. Because of hardware failure, meteorological informa-
tion at the site was not recorded during the measurements.
However, data from the Naval Surface Warfare Center Dahl-
gren laboratory located approximately 10 km (6 mi) from
the measurement site provided a reasonable estimate of av-
erage weather conditions based on a comparison between
Blossom Point and Dahlgren data made the day before.

According to the Dahlgren data, between 13:00 and
14:45 EST, the ambient pressure was approximately constant
at 1.0 atm, the temperature range was 4 °-5 °C, and the
relative humidity varied between 70% and 77%. Wind
speeds ranged between 1 and 6 m/s with a variable direc-
tion. Because of the uncertainty in the ambient conditions,
the values for atmospheric absorption and dispersion calcu-
lations in the propagation model were assumed to be con-
stant at 1 atm for ambient pressure, 4 °C for temperature,
and 73% for relative humidity.

C. Measured waveforms

For the propagation measurements, a variety of periodic
waveforms with fundamental frequencies ranging from
50-400 Hz were used as signal inputs. Sine, triangle, and
square waves were all used, but the MOAS frequency re-
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Input: 300-Hz Sine  6=1.4°
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FIG. 3. Measured MOAS waveforms along 1.4° for a 300-Hz input sine
wave. Distance labels correspond to the microphone ranges shown in Fig. 2.

sponse and inherent distortion were such that its ability to
acoustically transmit the supplied electrical signals was
rather poor. Consequently, the type of input waveform was
later found to be largely irrelevant. In addition to the periodic
signals described, pink noise was also used. However, the
limited frequency response of the MOAS resulted in a natu-
ral bandpass filtering of the noise signal and, consequently,
significantly lower amplitudes for the pink noise tests.

As an example of a typical measurement, recorded
waveforms along 1.4° for a 300-Hz sine wave input are
shown in Fig. 3. Although a sinusoidal electrical signal was
supplied, the resultant waveform at 10 m is quite nonsinu-
soidal and significantly skewed, but it is periodic with a fun-
damental frequency of 300 Hz. The waveform skewness at
close range could be related to the compressed-air nature of
the source that results in a net volume increase over a cycle.
Similarly skewed, nonsinusoidal waveforms recorded at
close range for a 100-Hz sinusoidal input to the MOAS have
been reported by Sabatier.’

D. Measured spectra as a function of range

Because the difference between nonlinear and linear
propagation is often greatest at high frequencies that are not
readily visible in time waveform comparisons, the emphasis
hereafter will be on trends in the measured and predicted
spectra at these frequencies. The measured spectra for the
300-Hz test waveforms shown previously in Fig. 3 along
1.4° are displayed in Fig. 4. For purposes of clarity, only the
levels at each of the harmonic frequencies, rather than full
spectra, are displayed. The overall sound pressure level
(OASPL) for each spectrum is located in the figure legend.
Approximately 11 s of data were used to calculate the PSD
for each case, both to allow fine-scale spectral resolution and
to mitigate the effect of fluctuations in waveform amplitudes
caused by wind variability. The measured harmonic levels
for the same 300-Hz sine wave test, but along 0.7°, are
shown in Fig. 5. Similar spectral results are obtained for both
propagation angles at most distances, but there are some no-
table differences in the rates of high-frequency spectral de-
cay of the 1092-m spectra. This greater variability, which is
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FIG. 4. (Color online) Measured MOAS harmonic levels along 1.4° for a
300-Hz input sine wave. In this as well as subsequent figures, OASPL
signifies overall sound pressure level and is referenced to 20 uPa.

seen in the majority of the 1092-m measurements, directly
impacts the ability to model the propagation out to that dis-
tance.

Some discussion of observed ground effects in the spec-
tra is also merited. The broadband spectral results of a propa-
gation measurement with a pink noise input are helpful in
this regard. Displayed in Fig. 6 are measured spectra for a
pink noise along 0.7°. A comparison of these spectra with
those from the 300-Hz sine wave test in Fig. 5 reveal the
presence of several spectral minima that occur at similar fre-
quencies. In Fig. 6, the lowest frequencies at which a spectral
minimum occurs for each curve (e.g., approximately 85 Hz
at 10 m and 250 Hz at 100 m) closely matches those pre-
dicted by a ground reflection model using flow resistivity
values corresponding to soft terrain. The particular ground
interaction model used accounts for the interaction of spheri-
cally spreading waves with a finite-impedance ground8 as
well as the effects of atmospheric turbulence.’ The results of
the ground reflection model and the consistency of the mea-
sured frequencies of the lowest spectral minima indicate that
these minima are due to the superposition of the direct and
ground-reflected waveforms at the microphone. At higher
frequencies, spectral minima are not nearly as defined. This
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FIG. 5. (Color online) Measured MOAS harmonic levels along 0.7° for a
300-Hz input sine wave.
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FIG. 6. (Color online) Measured MOAS spectra along 0.7° for input pink
noise.

minima broadening is likely caused by atmospheric turbu-
lence and is predicted by the ground reflection model when
turbulence is included. Because the frequencies at which
these minima occur also vary somewhat from test to test,
other atmospheric inhomogeneities and curved ray propaga-
tion likely influence some of the measurements.

Spectral calculations as a function of range have been
made for many more cases; however, the spectra shown are
sufficient to highlight important aspects of the measurements
obtained, as well as to point out the measurement system
noise floor. Consideration of the system noise floor is par-
ticularly important in analyses of the 375-m and 1092-m
data. From the preceding figures, it is evident that for the
microphones mounted on the pole at 375 m, the system noise
floor was approximately —20 dB re 20 wPa/vHz. For the
1@2—m data, the noise floor was about —15 dB re 20 uPa/
VHz. Given these noise floors, the upper frequency limit of
all analyses presented hereafter has been limited to where the
signal-to-noise ratio is approximately 10 dB.

E. Measured spectra as a function of height

One other important aspect in describing the measure-
ment is to consider the stability and quiescence of the atmo-
sphere, because atmospheric homogeneity is assumed in the
numerical model. Unfortunately, because detailed meteoro-
logical data at the measurement site are not available, an
alternate means of examining the local atmospheric condi-
tions has been used. The effect of the atmosphere on acoustic
propagation may be studied by comparing spectra as a func-
tion of microphone height at the same range. For a perfectly
still, homogeneous atmosphere, there should be general
agreement between harmonic levels for the 0.7° and in 1.4°
microphones at a given range. There will be differences in
individual harmonics, caused by the differences in the direct
and ground-reflected paths as a function of height, but the
overall trend in spectral decay as a function of frequency
should remain the same. Variation from a common trend for
different microphone heights indicates some form of atmo-
spheric variability.

Harmonic levels at 375 m are shown as a function of
height for two cases: the 300-Hz sine wave test previously
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FIG. 7. (Color online) Measured MOAS harmonic levels at three micro-
phone heights at a range of 375 m for a 300-Hz input sine wave. The time
of the test was 13:34 EST.

discussed, which occurred at 13:34 EST, and a 400-Hz
square wave test conducted at 14:33 EST. The results for
these two tests typify the change in ambient conditions that
occurred during the latter measurements. Displayed in Figs.
7 and 8 are harmonic spectral levels as a function of micro-
phone height at 375 m for the 300-Hz sine wave and 400-
Hz square wave tests, respectively. As may be anticipated,
the microphones located on the ground in both cases yield
lower levels than for those microphones located off the
ground. This is likely due to the additional losses caused by
propagation along the ground at grazing incidence; conse-
quently, ground microphone data are not considered further.
For the microphones located off the ground, however, there
is a significantly different behavior between the two tests
with regard to the harmonic amplitudes at 7.6 m (0.7°) and
12.2 m (1.4°). For the 300-Hz test, the 0.7° levels are only
slightly greater than the 1.4° levels at high frequencies.
However, for the 400-Hz square wave test, the differences
are much greater and increase as a function of frequency.
This comparison implies that an assumption of a quiescent,
homogeneous atmosphere is less appropriate for measure-
ments taken toward the end of the day. This apparent degra-
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FIG. 8. (Color online) Measured MOAS harmonic levels at three micro-
phone heights at a range of 375 m for a 400-Hz input square wave test made
later in the afternoon, at 14:33 EST.
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dation of stable atmospheric conditions for later tests directly
impacts accompanying propagation predictions made using
the numerical model described below.

Although this summary of the complete MOAS field
experiment has been carried out with relatively few cases,
the waveforms and spectra shown are representative of the
entire test. After a brief overview of the numerical model
used to obtain nonlinear and linear propagation predictions,
comparisons between measured and predicted spectra for
various cases are presented and discussed.

lll. NUMERICAL MODEL OVERVIEW
A. The generalized Burgers equation

In this section, the nonlinear numerical model used in
the comparisons against the MOAS field experiment is de-
scribed. A parabolic model equation that has been used ex-
tensively to treat the problem of nonlinear propagation
through a lossy medium is the Burgers equation. In its most
basic form, the Burgers equation describes plane-wave
propagation through a thermoviscous medium; however,
other formulations have incorporated geometrical
spreadinglO and arbitrary absorption and dispersion.” One
form of the generalized Burgers equation (GBE), on which
the numerical model is based, may be written for assumed
spherical spreading as

p B p’
ar 2poc(3) aT

+¢(T)p—%p- (1)

In Eq. (1), p(r,7) is the acoustic pressure, r, the range
variable, B, the coefficient of nonlinearity, p,, the ambient
density, ¢, the small-signal sound speed, 7=¢—(r—rg)/co,
the retarded time of propagation between r and r, and ¢(7),
a generalized absorption and dispersion operator that acts on
p. In the context of the current propagation problem, ¢A(7)
represents atmospheric absorption and dispersion. An addi-
tional term may be included in the GBE to treat atmospheric
stratification (e.g., see Ref. 12), but because atmospheric in-
homogeneity is not modeled in this work, the term has been
neglected.

B. GBE solution technique

The solution technique to the GBE employed in this
research is an adaptation from previous work carried out at
the University of Texas at Austin and the University of Mis-
sissippi, where hybrid time-frequency domain nonlinear
propagation algorithms have been developed and refined.
The time-frequency domain solution method originated with
Pestorius and Blackstock,® who investigated finite-amplitude
noise propagation in a one-dimensional tube and developed
an algorithm to numerically propagate acoustic pressure
waveforms. The nonlinear portion of the propagation was
carried out in the time domain, and the small-signal portion
of the propagation (boundary-layer absorption and disper-
sion) was handled in the frequency domain. Pierce'® has
demonstrated that the “Pestorius algorithm” reduces to the
GBE appropriate for plane-wave propagation in a one-
dimensional duct.
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Anderson* developed an alternative to the Pestorius al-
gorithm in his study of spherically decaying N waves. To
eliminate the need for weak shock theory, which Pestorius’
method employed, adaptive step sizing was used to ensure
that the waveform was singly valued for all range steps. Fol-
lowing Anderson’s initial work, improvements to the
“Anderson algorithm” were made by others also interested in
the nonlinear propagation of transients.'” "’

The present numerical solution to the GBE in Eq. (1) has
been developed from a study of the Pestorius and Anderson
methodologies. The algorithm most closely resembles the
Anderson approach because it employs an adaptive step size.
However, because Anderson’s code and its subsequent modi-
fications have been intended primarily for the propagation of
transients, some elements of the model are more closely
linked to the work of Pestorius, who dealt with continuous-
wave signals. Implementation details for the model may be
found in Ref. 5.

IV. COMPARISON RESULTS AND ANALYSIS

In this section, comparisons are made between measured
spectra and predicted spectra obtained by numerically propa-
gating recorded waveforms both linearly and nonlinearly.
The linear predictions, which have been obtained by remov-
ing the nonlinear term from Eq. (1), are equivalent to free-
field extrapolations of the input spectrum using atmospheric
absorption and spherical spreading. Use of approximately
11 s of data (2°° samples) in the numerical propagation con-
stitutes a significant difference from Theobald’s study, in
which only a single cycle of the recorded waveform was
used.! As with the PSD calculations in Sec. II, the use of
relatively long waveforms as inputs to the numerical models
allows for both fine-scale resolution and a large number of
ensemble averages when calculating a predicted PSD. Note
that a long input waveform and a greater number of averages
are not expected to reduce errors between measured and pre-
dicted spectra if atmospheric and ground effects cause the
actual propagation path to significantly differ from the
straight numerical propagation path. An increased waveform
length, however, has been found to help minimize variability
in predicted spectra caused by wind-induced waveform am-
plitude fluctuations. Finally, data collected at 100 m, rather
than at 10 m, have been used as inputs to the model because
the 10-m on-axis microphone was found to be located within
the geometrical near field of the MOAS, where an assump-
tion of spherical spreading is not valid.?

In order to quantitatively compare the results of the non-
linear and linear models, an assessment of the overall error
of a given model relative to the measurement is needed. The
metric that has been selected for the purpose of these com-
parisons is the mean absolute error, in dB, between the mea-
sured PSD and a predicted PSD. For example, the mean
absolute error, E); y, between the measured PSD (PSD,,) and
nonlinearly predicted PSD (PSDy) may be written as

EM,N = <|PSDM - PSDy >, (2)

where ( ) is the expectation operator and the spectral densi-
ties are calculated in dB. The mean absolute error between
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FIG. 9. (Color online) Measured and predicted spectra at 375 m, #=0.7°,
for pink noise input. The input for the predictions was the measured wave-
form at 100 m.

the measurement and linear prediction, m, is calculated by
replacing PSDy in Eq. (2) with the linearly predicted PSD
(PSD;). In each of the comparisons between measurement
and model, Ey y and E,,; are calculated over the fre-
quency range where the measured levels are at least 10 dB
above the system noise floor.

The comparisons that follow are broken into two broad
categories. First, results from the pink noise test are analyzed
because its relatively low OASPL at 100 m make the test
suitable as a sort of linear benchmark between the real-world
data and the simplified models. Next, comparisons between
the results from various tests with periodic waveforms are
made and analyzed.

A. Pink noise comparison

The OASPL of the pink noise spectrum at 100 m was
99.9 dB re 20 uPa (see Fig. 6), which is significantly lower
than the tests with periodic waveforms. This case is useful in
determining the level of agreement between the models and
the measurement that is achieved when nonlinear effects ap-
pear to be minimal and when the atmosphere is relatively
homogeneous. For this comparison, the recorded 100-m
waveform at 0.7° has been propagated out to 375 m.

Shown in Fig. 9 is the measured 375-m PSD for 0.7°,
along with the nonlinearly and linearly predicted spectra cal-
culated from numerical propagation from 100 m. The non-
linear and linear predictions differ noticeably above 3.5 kHz,
but result in the same predicted OASPL (88.4 dB re 20 uPa)
and generally follow the decay of the measured PSD out to
6 kHz. For this case, E), y and E; ; are, respectively, 2.9 and
2.6 dB, which means that the linear prediction has slightly
less error than the nonlinear prediction but both models have
less than 3 dB of mean absolute error between 0 and 6 kHz.
The maximum difference between both models and the mea-
surement occurs at about 2.5 kHz, where a relative spectral
maximum at 100 m is propagated outward with a free-field
assumption and is then compared to a measured relative
spectral minimum at 375 m. This maximum error is likely
due to differences in multipath interference effects at higher
frequencies. This pink noise comparison indicates that the
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FIG. 10. (Color online) Measured and predicted harmonic levels at 375 m,
6=0.7° for a 300-Hz input sine wave. The input for the predictions was the
measured waveform at 100 m.

linear and nonlinear free-field models are useful for compar-
ing with general trends observed in the measured spectra
when the atmosphere is reasonably homogeneous. It also in-
dicates, however, that agreement at specific frequencies may
be poor because of the variation in multipath interference as
a function of range.

B. Periodic signal comparisons
1. 100-375-m comparisons

The first set of comparisons with periodic source wave-
forms is carried out between 100 and 375 m, as was done
with the pink noise test. The fact that virtually all periodic
waveform measurements made over this range reveal a sig-
nificant difference between linearly predicted and measured
spectra at high frequencies suggests that nonlinearity influ-
ences the propagation. The results of comparisons between
the measurement and the numerical predictions for three
cases are now shown: the previously discussed 300-Hz sine-
wave test along both 0.7° and 1.4° (see Figs. 4 and 5), as
well as a 400-Hz sine-wave test along 0.7°. The 300-Hz
measurement and predictions at 375 m along 0.7° and 1.4°
are, respectively, shown in Figs. 10 and 11. The 400-Hz re-
sults along 0.7° are displayed in Fig. 12. Again, only the
levels at each of the harmonics are shown for purposes of
clarity. Calculations of E),; and E), y are shown in Table I
for each of the three tests. Both the graphical and tabulated
results reveal that the nonlinearly predicted spectra match the
measurements significantly better than the linear predictions.
As with the pink noise comparison, there are significant dis-
crepancies at individual frequencies, but E, y<3 dB for
each of these cases. These comparisons indicate that nonlin-
ear propagation is the primary cause of the discrepancy be-
tween linearly predicted and measured spectral levels at high
frequencies.

2. 100-1092-m comparisons

The results for the 100-375-m comparisons confirm that
nonlinear effects are present in the propagation of periodic
signals from the MOAS. Another point of discussion is the
influence of nonlinearity in the propagation beyond 375 m
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FIG. 11. (Color online) Measured and predicted harmonic levels at 375 m,
0=1.4° for a 300-Hz input sine wave. The input for the predictions was the
measured waveform at 100 m.

out to 1092 m. The 300-Hz sine-wave test discussed previ-
ously was selected for study because of the good agreement
achieved between the nonlinear model and measurement be-
tween 100 and 375 m. The 100-m waveforms at 0.7° and
1.4° were again used as inputs and this time were propagated
out to 1092 m using the nonlinear and linear models. The
results of the spectral comparisons are displayed in Figs. 13
and 14 and the mean absolute errors calculated in Table II.
Although these results are not shown, nearly identical
graphical and quantitative results were obtained when the
375-m recorded waveforms, rather than the 100-m recorded
waveforms, were used as inputs to the model. In both cases
considered here, as well as for the majority of other measure-
ments performed, the nonlinearly predicted harmonic levels
at 1092 m are consistently greater than the measured levels
and yield a greater mean absolute error than the 100-375-
m comparisons. For the 0.7° propagation angle, E,; ; is still
significantly greater than E, y, but for 1.4°, the two error
calculations are approximately equal.

The trends seen in the 1.4° results for the 300-Hz test
are common for several different tests at one or sometimes
both propagation angles in that E,,; and Ej, y are nearly
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FIG. 12. (Color online) Measured and predicted harmonic levels at 375 m,

6=0.7° for a 400-Hz input sine wave. The input for the predictions was the
measured waveform at 100 m.
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TABLE 1. Linear and nonlinear mean absolute errors, in dB, for the
100—375-m comparisons in Figs. 10-12. See Eq. (2) and the accompanying
text for the definitions of E,,; and Ey; y.

Frequency/angle Ey, Eyn
300-Hz/0.7° 17.9 1.6
300-Hz/1.4° 16.2 2.6
400-Hz/0.7° 13.6 2.5
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FIG. 13. (Color online) Measured and predicted harmonic levels at 1092 m,
6=0.7° for a 300-Hz input sine wave. The input for the predictions was the
measured waveform at 100 m.
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FIG. 14. (Color online) Measured and predicted harmonic levels at 375 m,
6=1.4° for a 300-Hz input sine wave. The input for the predictions was the
measured waveform at 100 m.

TABLE 1II. Linear and nonlinear mean absolute errors, in dB, for the
100-1092-m comparisons in Figs. 13 and 14. See Eq. (2) and accompany-
ing text for the definitions of £y, ; and E y.

Frequency/angle Eyp Eyn
300-Hz/0.7° 12.2 39
300-Hz/1.4° 6.2 6.4
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equal and the measured spectrum falls between the nonlinear
and linear predictions. Although the exact cause of the gen-
eral increased disagreement between nonlinearly predicted
and measured spectra over the larger propagation range has
not been ascertained, some qualitative discussion is merited.
Generally good agreement between the 300-Hz measurement
and the nonlinear model was achieved for the 100—375-m
comparisons, despite neglecting phenomena such as ground
effects, turbulence, and a nonuniform atmosphere. Over a
significantly longer range, each phenomenon could more sig-
nificantly affect the rate of nonlinear energy transfer in the
propagating waveform. As an example, the effects of turbu-
lence, while often negligible over shorter distances, would
certainly play a larger role over an increased propagation
range. The results of a study of the average effect of turbu-
lence on shock-wave rise times'® have indicated that a steep-
ened waveform passing through turbulence unsteepens more
quickly than for passage though a quiescent medium. A more
rapid unsteepening could account for the experimentally ob-
served accelerated reduction in the high-frequency sound
pressure levels. Also, a homogeneous, quiescent atmosphere
and straight-ray propagation have been assumed in the nu-
merical calculations, whereas the influence of a realistic
sound-speed profile and curved rays could substantially af-
fect the measured results at a given microphone over a longer
range. For example, upwind propagation could cause ray
tube divergence, thereby reducing sound amplitudes along a
given ray and slowing the rate of nonlinear distortion.

3. Comparisons for later measurements

Another comparison that shows the potential for meteo-
rological affects to influence the ability to measure nonlin-
earity may be made with the 400-Hz square wave measure-
ment made later in the afternoon. It was shown previously in
the discussion of measured spectra as a function of micro-
phone height that this measurement exhibited increased de-
pendence of level on height at high frequencies relative to
earlier tests (cf. Figs. 7 and 8). In conjunction with this ap-
parent decrease in atmospheric homogeneity, concordance
between nonlinear model and measurement significantly
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FIG. 15. (Color online) Measured and predicted harmonic levels at 375 m,
6=1.4° for a 400-Hz input square wave. The input for the predictions was
the measured waveform at 100 m.
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FIG. 16. (Color online) Measured and predicted harmonic levels at 250 m,
6=1.4° for a 400-Hz input square wave. The input for the predictions was
the measured waveform at 100 m.

lessens. Figure 15 compares the 1.4° measured harmonic lev-
els at 375 m with those predicted from numerical propaga-
tion from 100 m for the 400-Hz square wave test. The 100-
m-based numerical calculation significantly overpredicts the
measured sound pressure levels at high frequencies. To fur-
ther investigate the cause of this discrepancy, the numerical
propagation path was divided up using the intermediate mea-
surement at 250 m (cf. Fig. 2) and separate calculations were
performed for the 100—250-m and 250—375-m ranges. The
results of these comparisons are shown in Figs. 16 and 17,
respectively. Although the algorithm continues to slightly
overpredict the spectral levels between 250 and 375 m,
agreement is substantially better over the shorter propagation
distances. The agreement is quantified with calculations of
Ey; and E); y in Table III. The fact that significantly better
agreement is achieved with these shorter-range calculations
than with the full 100-375-m range indicates that atmo-
spheric effects can greatly impact conclusions regarding the
nonlinearity of the propagation, even over relatively short
distances.
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FIG. 17. (Color online) Measured and predicted harmonic levels at 375 m,
6=1.4° for a 400-Hz input square wave. The input for the predictions was
the measured waveform at 250 m.
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TABLE III. Linear and nonlinear mean absolute errors, in dB, for the
400-Hz square-wave test comparisons in Figs. 15-17. See Eq. (2) and the
accompanying text for the definitions of E,,; and Ej; .

Range Ey, Eyy
100-375 m 9.1 7.8
100-250 m 8.0 2.7
250-375 m 53 29

V. CONCLUSIONS

Finite-amplitude propagation effects have been mea-
sured in the outdoor propagation of periodic signals gener-
ated using the U.S. Army Research Laboratory’s Mobile
Acoustic Source (MOAS). For most cases, the results of the
nonlinear model based on the generalized Burgers equation
compare favorably with the measurement and demonstrate
significantly less mean absolute error than results from a lin-
ear model. This is true despite the fact that the nonlinear
model assumes free-field propagation through a homogenous
atmosphere and therefore neglects some of the conditions of
the actual experiment. The results of the comparisons indi-
cate that effects of nonlinear propagation are readily observ-
able between 100 and 375 m, despite overall sound pressure
levels (OASPL) at 100m that are less than
115 dB re 20 uPa for all measurements (see the legend in
Fig. 5, where the maximum OASPL is 114.6 dB re 20 uPa).
Based on OASPL alone, these results indicate that nonlinear-
ity is very likely to occur in high-amplitude jet noise propa-
gation, for which levels at 100 m may be 10—15 dB greater
than for the MOAS. This corroborates earlier statements of
Webster and Blackstock,2 who reached a similar conclusion
based on the results of their relatively short-range propaga-
tion experiments. Other comparisons shown in the present
work are also important, specifically for the cases of propa-
gation over greater distances and measurements made later in
the afternoon, where agreement between the nonlinear model
and experiment are not as good. They point to the need for
the application of more sophisticated modeling techniques
and additional research to better understand and predict the
finite-amplitude propagation of continuous waveforms
through a spatially and temporally variable atmosphere.
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Technique to minimize couplant-effect in acoustic

nonlinearity measurements
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A modified technique to measure acoustic nonlinearity in fatigued components is proposed in this
paper. The advantage of the proposed technique is that it minimizes measurement errors due to the
couplant between the transducers and the specimen. Measurements are performed on a fatigued steel
4340 specimen and the coefficients of variation of the nonlinearity parameter are calculated. It is
shown that the coefficients of variation of the nonlinearity parameter obtained using the proposed
technique are approximately half of that obtained using the conventional technique. © 2006
Acoustical Society of America. [DOI: 10.1121/1.2354023]

PACS number(s): 43.25.Dc, 43.25.Fe, 43.25.Zx [MFH]

I. INTRODUCTION

The nucleation and growth of a fatigue crack in a metal
is generally preceded by a process of damage accumulation
at the microstructural level. As the number of fatigue cycles
increases, the damage accumulation involves the formation
of dislocation monopoles, followed by dislocation loops and
dipoles, dislocation veins, persistent slip bands, and subse-
quent nucleation of microcracks.'? These changes in the mi-
crostructure due to damage accumulation introduce changes
in the material response, and in particular lead to nonlinear
stress-strain response. Therefore by measuring the changes in
the material nonlinearity, the damage accumulated during the
fatigue process can be estimated. To characterize the material
nonlinearity, the usual way is to launch a single frequency
ultrasonic wave into the specimen and receive the signal at a
certain distance. Due to the material nonlinearity, the single
frequency wave is distorted and second and higher harmon-
ics are generated.3_7 As a result, the received signal not only
consists of the component at the transmitting (fundamental)
frequency, but also the second and higher harmonics whose
amplitudes increase as the material nonlinearity increases.
Hence, the material nonlinearity in a specimen can be quan-
tified in terms of the amplitude of the fundamental and
higher harmonics generated by propagating a monochro-
matic ultrasonic wave. This phenomenon of distortion of an
acoustic wave due to material nonlinearity is generally re-
ferred to as acoustic nonlinearity. The above discussion indi-
cates that acoustic nonlinearity can be used as a parameter to
monitor the precrack fatigue damage process.8

Conventional techniques to measure changes in the
acoustic nonlinearity during fatigue are mostly based on
measuring the amplitudes of the fundamental and the second
harmonic generated using either bulk or surface waves. Ex-
perimental results demonstrating the changes of acoustic
nonlinearity during fatigue process using bulk waves have
been reported in papers on fatigued stainless steel 410-Cb,"°
titanium alloys11 and 2024-T4 aluminum alloy.lo‘12 Similar
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experiments done using surface acoustic waves have also
been reported on fatigued 7073-aluminium, titanium alloy
Ti-6Al-4V and inconel 718,14 and concrete. "

The most common way to make acoustic measurements
is by using contact piezoelectric transducers. To facilitate
signal transmission, a couplant layer is applied between the
transducer and specimen. However, the couplant layer leads
to variations in ultrasonic measurements, and the results are
sensitive to coupling pressure, couplant layer thickness and
viscosity, etc.'® A self-calibrating ultrasonic technique for
crack depth measurement using surface waves, which elimi-
nates the couplant effect, was proposed by Achenbach et al. 17
Their basic idea is to perform a set of four measurements
which enable the elimination of the couplant response in
linear ultrasonic measurements.

Couplant variability is especially problematic for acous-
tic nonlinearity monitoring of fatigue damage since these
measurements have to be made repeatedly as a component is
fatigue cycled, and variations in measurement due to the
couplant make quantitative comparisons difficult. This is true
for both laboratory measurements where the transducers may
be repeatedly removed during fatigue cycling and reattached
periodically for acoustic nonlinearity measurements, and
using permanently mounted transducers
where the couplant can be expected to degrade with time as
the fatigue cycling progresses. In this paper, we propose a
method to minimize the effect of the couplant in the acoustic
nonlinearity measurements. Since we are primarily interested
in minimizing the couplant effects during fatigue monitoring,
we present results comparing the nonlinearity measurements
based on the second harmonic generation using both the con-
ventional method and the proposed method. The proposed
method can also be extended in a straightforward manner to
minimize couplant effects for nonlinearity measurements
based on higher harmonic generation. This is demonstrated
by comparing the nonlinearity measurements based on third
harmonic generation using the conventional method and the
proposed method.

measurements

© 2006 Acoustical Society of America



Il. ACOUSTIC NONLINEARITY MEASUREMENT

For the one-dimensional problem of longitudinal wave
propagation through a solid containing mobile dislocations,
the amplitude of the fundamental at a distance / from the
source can be approximated as'®"?

A(D)=A0)f(ay,1), (1)

where A(0) is the fundamental amplitude at the source and
fi(a;,1) is a function of the attenuation coefficient a; at the
fundamental frequency and the propagation distance /. Since
we are primarily interested in monitoring the fatigue process,
the effect of dislocations on the generation of higher harmon-
ics as well as their effect on attenuation need to be consid-
ered. For longitudinal waves at a fixed distance from the
source, it can be shown that the amplitude of the second
harmonic is proportional to the square of the fundamental,
and the amplitude of the third harmonic is proportional to the
cube of the fundamental.'®?" The amplitude of the nth har-
monic at a distance [ from the source can therefore be rep-
resented in the following form:

An(l) = y'l[Al(O)]nfn(al, Ay, ...

where 7y,(n=2,3) are the parameters which depend on the
fundamental frequency and material properties such as den-
sity, microstructure, and second- and third-order elastic con-
stants. The parameters vy,(n=2,3) are expected to increase
with the increase of the material nonlinearity during the fa-
tigue process, and henceforth are referred to as nonlinearity
parameters. In Eq. (2), f(a;, s, ..., a,,]), (n=2,3) is a fac-
tor which takes into account the attenuation and «, is the
attenuation coefficient for nth harmonic. Note that the at-
tenuation factor f,(a;, @, ..., ,,l), (n=2,3) depends on the
attenuation parameters of the fundamental, second harmonic,
up to the nth harmonic. Explicit expressions for the attenua-
tion factor for the second harmonic and third harmonic are
available in the literature.'*"

Similar to the case of longitudinal waves, an initially
sinusoidal surface acoustic wave (SAW) also generates
higher harmonics in a nonlinear medium.*** A detailed dis-
cussion of various aspects of SAWSs in nonlinear elastic me-
dia appears in Mayer’s work.”” Numerous mathematical
theories of the evolution of nonlinear surface waves, which
provide surface displacements and velocity profiles, have
been proposed in the literature.” "’ The theories for SAWs in
nonlinear media (see for example Mayer23) also predict that
at a fixed distance from the source, A, OCA%, Aj OCAT. In what
follows we assume that the attenuation effect for SAWs can
be accounted for in a manner similar to that for the longitu-
dinal waves, as expressed by Egs. (1) and (2).

In the following, models for the conventional acoustic
nonlinearity measurement technique and the proposed
couplant-effect-minimization measurement technique are de-
veloped. Note that they are applicable for both longitudinal
and surface acoustic waves. To develop these models, the
following assumptions are made:

sapl), (n=23),  (2)

e The relevant components of the measurement system—
amplifier, preamplifier, transducers, are linear, i.e., there is
no harmonic generation in these components.
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FIG. 1. Configuration for nonlinearity measurement.

e There is no harmonic generation due to the couplant layer
between the transducers and the specimen (reasonable
given that the layer is typically very thin).

From the above assumptions, it follows that the material is
the sole contributor to the observed nonlinearity.

A block diagram of nonlinearity measurements using
contact transducers is shown in Fig. 1 with transducer 1 (T'1)
located at position (1) and transducer 2 (72) located at posi-
tion (2). The couplant layers between the two transducers
and specimen are denoted as C1 and C2, respectively.

The following notation is used in the remainder of the
paper:

D,(w)—amplitude of the input voltage to transducer i as a
function of frequency w

G(w)-response function of transducer i when it is used
as a transmitter

R;(w)-response function of transducer i when it is used
as a receiver

C;(w)—couplant response function at position i

Pij(w)—function that takes into account the attenuation
of the signal received by transducer j at frequency w when
the input signal is transmitted at frequency w from trans-
ducer i

ﬁij(wl , w,)—function that takes into account the attenua-
tion of the signal received by transducer j at frequency w,
when the input signal is transmitted at frequency w; from
transducer i

V[[;]]((zlz))—amplitude of the signal received at transducer j

at frequency w, when the input signal is transmitted at fre-
quency w; from transducer i.

The response function of the transducer in transmission
is the frequency response of the transducer for converting the
electrical energy into sound energy, while the response func-
tion of the transducer in reception is the frequency response
of the transducer for converting the sound energy into elec-
trical energy. The response function of the couplant is the
frequency response of the couplant for transmitting sound
energy. It takes into account the effect of attenuation and
depends on the contact pressure, couplant layer thickness and
viscosity. It should be noted that in the following discussions
we will only consider the amplitude frequency response, and
will not explicitly track the phase response.

A. Conventional acoustic nonlinearity measurements

In the conventional approach, one transmits a signal at
frequency wy through transducer 1 and measures the ampli-
tude of the signal at frequencies w, and nwy(n=2,3) at trans-
ducer 2. From the above assumptions, it follows that the
voltage signal received by transducer 2 at frequency w is
given by
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Viae0) = [D1(@0) G1(w0) C1(@0)1P12(w) Co @) o).
(3)

The above is a completely linear measurement. Note that
here P,(w,) takes into account the attenuation of the
acoustic wave at fundamental frequency w, when it travels
from position 1 to position 2 in the specimen. The term in
the square bracket can be identified with the injected fun-
damental A;(0) and the attenuation term Pi,(w,) with the
function f(a;,l) in Eq. (1).

Next we consider the voltage signals received by trans-
ducer 2 at frequency nw, (n=2,3) due to signal generated at
frequency w, by transducer 1. These are nonlinear contribu-
tions. As mentioned earlier, the amplitude of the nth har-
monic is proportional to the nth power of the amplitude of
the fundamental signal. Therefore we can write

V%Z](nwo) Y[ D1(@0)G (@) C;(@0)]"P (g, nievy)

X Cy(nwy)Ry(nwy), (n=2,3) 4)

where 7n(n=2,3) are functions of the material nonlinearity.
Note that the constant vy,(n=2,3) are different from the con-
stants y,(n=2,3) introduced in Eq. (2) since we are now
relating the voltage amplitudes while earlier we were relating
the displacement amplitudes. As fatigue progresses, we can
expect y,(n=2,3) to change and therefore they serve as in-

dicators of the accumulated damage. Note that P,,(wq,nw)
takes into account the attenuation of the acoustic signal
received by transducer 2 at frequency nw, when the input
signal is transmitted at frequency o, from transducer 1,
and we can identify it with the function
folay, an, ..., a,,0),(n=2,3) in Eq. (2).

From Egs. (3) and (4) one can derive the following ex-
pression:

n 1](wg)
/)‘, _ Cz(wO) V%z] m?)o) (I’L -2 3) (5)
n— 4R ) n — 4y 0
Cy(nawy) (V%ngg))
where
N Vu: ﬁlz(wo,”wo) Rg(wo)
Yo="— . and Tp=—"T——.
12(w0) Rz(nwo)

Note that ¥, is defined in terms of v,, which depend on the
material nonlinearity, and P,(wg,nw,) and Pj,(wg) which
are functions of the attenuation coefficients. Both the ma-
terial nonlinearity and the attenuation are expected to in-
crease with fatigue.28 ? For cases where the change in
attenuation due to fatigue is significantly less than the
change in the material nonlinearity, we expect ¥, to in-
crease with fatigue.

Since we are only interested in calculating the changes
in ¥, as fatigue progresses, it is not essential to calculate the
quantity Tk, which depends on the response of transducer 2
and is expected to remain constant for the entire duration of
the experiment. The couplant responses at w, and nw, may
change from measurement to measurement (as fatigue cy-
cling proceeds) because of possible couplant degradation,
changes in couplant thickness or contact pressure which are
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difficult to control. In conventional measurements, the
changes in couplant response are neglected and the changes
in the material nonlinearity during fatigue are quantified by

calculating ¥.™", with

]](w())
con _ [2](”“’0)

VB%ECUO)),! (n=2,3) (6)
wO
at different cycle numbers. Obviously the above measure-
ment of acoustic nonlinearity does not take into account the
couplant effect, and as such great care will need to be taken
to ensure that the couplant response is identical from mea-
surement to measurement.

B. Modified acoustic nonlinearity measurements

As pointed out in the previous section, the couplant re-
sponse is usually neglected when measuring the acoustic
nonlinearity. But as the measured signals are sensitive to the
couplant response, and since in general it is not easy to keep
the couphn%( constant, large variations in the ratio

VE%E;"S))O [2](203)” are likely to be observed. This makes

comparisons of the nonlinearity parameter as a function of
fatigue cycling very difficult. To minimize the couplant ef-
fects, a modified technique to measure the acoustic nonlin-
earity is suggested in this paper. This requires that, in addi-
tion to the measurements required by the conventional
technique, two more measurements be carried out:

e Transmit a signal at frequency nwg through transducer 1
and measure the amplitude of the signal at nw, at trans-
ducer 2. Similar to Eq. (3), the received signal can be
written as

V%;%(Zzg) =[D,(nwy)G,(nwy) Ci(nwg) 1P 5 (nw)
X Cz(l’lwo)Rz(nwo) . (7)

» Transmit a signal at frequency w, through transducer 2 and
measure the amplitude of the signal at nw, at transducer 1.
Following Eq. (4), the measured signal in terms of the
response function is given by

VHﬁZ’wO) = Yn[Dz(wo)Gz(wo)
X Cy(w)]" Py (wp,nwy) Ci(nwp)R (nwp).  (8)

Using Egs. (3), (4), (7), and (8) and the fact that
P 5(wg,nwy) =Py (g, nwy), we can show that

1(wg) yA2](wp) 12

Vil Vit lorsg) {Dl(nwo) } 12

GR 1 (ne, )
(Vo) vifoeo) H(wp)

(n=2,3), (9)

where

¥, - P1o(wo,nep)
[PY,(w) P1p(nwp) ]

_ [ Ri(wg) G (nwy) } 12
7 Gilwo) Ry (nawy)

= and
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It is seen from Eq. (9) that the couplant response does
not appear in the expression for 9, i.e., the couplant effect
has been theoretically eliminated. As pointed out earlier, it is
not necessary to measure 7T (dependent on instrumentation
only) since it is expected to remain constant throughout the
entire duration of the experiment. Therefore, in the modified
technique, the changes in the material nonlinearity during
fatigue can be quantified by calculating Y™, where

1](wg) yA2](wp) 12
od _ V%z](”go)v%l](ngo) |:D1(n(1)0) :| 12

- 1|(wq 1](nw, 5
' (Vi) Visltnes) Dj(aw)

(n=2,3) (10)

at different cycle numbers. Observe that ™" is a quantity
which depends on the material nonlinearity and attenua-
tion. As mentioned earlier, both the material nonlinearity
and the attenuation are expected to increase with fatigue.
If the changes in the attenuation are significantly less than
the changes in the material nonlinearity, we can expect
¥ to increase with fatigue.

It should also be pointed out that the measured values of
¥4 and y*" are expected to be quantitatively different as
their express1ons involve different combinations of the ma-
terial nonlinearity and attenuation parameters.

lll. RESULTS AND DISCUSSION

In the present work, the nonlinearity measurements are
preformed for surface acoustic waves. There are two reasons
for using SAWs instead of bulk waves: (a) they are easy to
generate on structural components of general shape, (b) the
energy density associated with SAWs is confined to the sur-
face in a narrow spatial region, where most damage is gen-
erally accumulated during fatigue. Experimental results are
presented for both the conventional and modified techniques.

The measurement system consists of a 5 MHz broad-
band piezoelectric transducer located at position 1 (or 2) and
a 10 MHz piezoelectric transducer broadband located at po-
sition 2 (or 1) (see Fig. 1). Note that these transducers have
quite a broad (but not flat) response bandwidth about their
center frequencies. The distance between the two transducers
was 1.8 cm. The generating signals at 5, 10, and 15 MHz
were 20-cycle Hanning window-modulated tonebursts. Mea-
surements were made on a dogbone steel 4340 specimen
with thickness=2.75 mm, width=15.0 mm, and length
=190 mm. The yield strength of the steel specimen was mea-
sured to be 1200 MPa, the ultimate tensile strength
1300 MPa, and the Young’s Modulus 205 GPa. The speci-
men was subjected to a stress controlled uniaxial sinusoidal
load (frequency 10 Hz) for 100 000 cycles in an MTS fatigue
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FIG. 2. Graphical comparison of the second harmonic nonlinearity measure-
ments obtained using the conventional technique and the modified tech-
nique. The comparisons are presented for four different input signals: 57, 90,
125, and 153 V.

machine. The stress cycling was as follows: o, was set to
be 950 MPa while o,;, was set to be 95 MPa (R
=0 pin! Tmax=0.1, Tpean=500 MPa).

It is not the purpose of this paper to discuss the evolu-
tion of the acoustic nonlinearity parameter as a function of
fatigue cycling (that will be reported elsewhere). Rather, the
purpose here is to show that the proposed method provides a
more robust measurement of the acoustic nonlinearity than
conventional methods. To establish this, acoustic nonlinear-
ity measurements were carried out after the specimen was
removed from the fatigue machine (after 100 000 cycles) us-
ing both the conventional method and the modified method.
Several sets of measurements were made to obtain some sta-
tistics on the scatter in the experimental measurements due to
variability in the couplant. Each set of measurements was
made by removing the transducers and placing them again on
the specimen, not necessarily with the same contact pressure,
and each time a fresh couplant layer was applied.

Second Harmonic Measurements. The second harmonic
nonlinearity measurements using the conventional and modi-
fied techniques are presented. The measurements were re-
peated eight times and for each set of measurements four
different transducer drive voltages were used: V1=57V,
V2=90V, V3=125V, and V4=153 V. The normalized non-
linearity parameter obtained using both the conventional and
modified techniques is shown in Fig. 2.

For the case of conventional technique, each 5™ is nor-
malized by its mean value, and for the case of modified
technique, each 5 is normalized by its mean value. It is

TABLE 1. Second harmonic nonlinearity measurements at four different input signals.

57TV 125V 153 v
Input ,y;()n ,ylznod ,y;(m ,)}2110(! ,yg(m ,y|2m)d ,yz(m ,y\zm)d
Mean 18.48 18.44 17.59 18.14 16.68 18.37 15.90 18.35
Standard deviation 1.69 1.10 1.64 0.92 1.34 0.75 1.30 0.62
COv 0.0916 0.0597 0.0934 0.0508 0.0804 0.0410 0.0819 0.0338
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FIG. 3. Graphical comparison of the third harmonic nonlinearity measure-
ments obtained using the conventional technique and the modified tech-
nique. The comparisons are presented for four different input signals: 90,
125, 153, and 183 V.

seen from the figure that the scatter in the nonlinearity mea-
surements obtained using the modified technique is less than
that obtained using the conventional technique. This obser-
vation is quantified by presenting the results for nonlinearity
measurements and the corresponding statistical quantities in
Table I.

The coefficient of variation (COV), defined as the ratio
of the standard deviation to the mean value, is used as an
error estimator to compare the conventional technique with
the modified technique. The advantage of this error estimator
as compared to the standard deviation is that it is a dimen-
sionless, scale-invariant quantity. It is seen that for all the
four different input signals, the COV of )é“"d—the parameter
quantifying the scatter in the material nonlinearity following
the modified technique is approximately half of that of
v5""—the parameter quantifying the scatter in the material
nonlinearity following the conventional technique. While the
decrease in scatter is significant, we believe that the primary
cause of the residual scatter in the modified measurements is
attributable to instrumentation limitations. To see this, we
separately analyzed the COV for each set of experimental

1](wp) 1](wp) 2](wp) 1]2wo)
measurements—VEL e, V0, Vil and Viyjoon. The
corresponding values are 0.079, 0.087, 0.096, and 0.084, re-

spectively. Note that the COV for Vﬁ%g;’%) is the largest. This

is the least optimal measurement because it corresponds to
the case where transducer 2 (central frequency at 10 MHz) is
driven at 5 MHz and transducer 1 (central frequency at
5 MHz) is used to receive the second harmonic (10 MHz)
signal. Therefore both the generation and the reception are

nonoptimal. To overcome this limitation, broadband trans-
ducers with flat responses and with negligible intrinsic har-
monic generation need to be used.

Third Harmonic Measurements. The experimental re-
sults and corresponding statistical quantities for the third har-
monic nonlinearity measurements are shown in Fig. 3 and
Table II, respectively.

The measurements were repeated six times, and for each
set of measurements four different transducer drive voltages
were used: V1=90V, V2=125V, V3=153V, and V4
=183 V. To avoid the much higher second harmonic fre-
quency components from saturating the receiver and ampli-
fier, a 15 MHz high-pass filter and an additional 20 dB am-
plification in the receiver were employed in the third
harmonic measurements.

Similar to the results obtained for the second harmonic
case, the COV of 4! is approximately half of that of ;™.
This again demonstrates that the modified technique will
help to reduce the variability and therefore increase the ro-
bustness in the acoustic nonlinearity measurements based on
higher harmonic generation. It is worth reiterating that the
measured values of 1" and " are quantitatively different
as their expressions involve different combinations of the
material nonlinearity and attenuation parameters. The same
is true for the parameters ¥y°® and y5°® which also involve
different measures of the acoustic nonlinearity in combina-
tion with material attenuation, and as such it is not possible
to directly compare the two quantities.

IV. CONCLUSIONS

The main points of this paper are:

(1) Acoustic nonlinearity measurements can be useful
for monitoring fatigue damage in metallic components. Con-
ventional acoustic nonlinearity measurements are susceptible
to large scatter due to variations in coupling between the
transducers and the specimens. This is especially problematic
when acoustic nonlinearity measurements need to be made at
different cycles for fatigue damage monitoring.

(2) A modified method for acoustic nonlinearity mea-
surements is proposed that minimizes the couplant effect. It
is shown that the scatter in the results using the modified
technique is roughly half of that using the conventional tech-
nique for both second and third harmonic measurements.

(3) The experimental results obtained here were using
surface acoustic waves, but the method to minimize the cou-
plant effect is equally applicable for nonlinearity measure-
ments using longitudinal waves.

TABLE II. Third harmonic nonlinearity measurements at four different input signals.

90V 125V 153 vV 183 V
Input ,yg()n ,y}’nod ,y;nn ,)}:;md ,yg(m ,ygmd ,yg(m ,ygn()d
Mean 56.18 15.88 51.01 15.40 47.54 16.12 44.13 16.67
Standard deviation 11.65 1.58 9.98 1.56 9.46 1.59 8.84 1.61
COv 0.2073 0.0995 0.1957 0.1014 0.1989 0.0984 0.2003 0.0969
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Efficiency of time-reversed acoustics for nonlinear damage

detection in solids
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Time-reversed acoustics (TRA) has been developed in the last few years as a powerful tool for
several applications, based on the theoretical properties emerging from the time reversal invariance
of the wave equation. TRA is expected to be a good basis for the development of imaging techniques
in the field of nondestructive evaluation. For this purpose, however, data processing is necessary to
discriminate between images due to defects (in general nonlinear scatterers) and images due to
linear inclusions, boundaries, etc. We propose here an approach based on the filtering of the time
signals. The image of the scatterer is obtained through numerical simulations of the back
propagation in a fictitious reference specimen. We validate the approach using the inversion of
synthetic data. We also estimate the robustness of the procedure in the presence of constraints that

can occur in any experimental procedure. © 2006 Acoustical Society of America.

[DOL: 10.1121/1.2345955]

PACS number(s): 43.25.Dc, 43.60.Tj, 43.60.Lq, 43.60.Pt, 43.60.Jn [MFH]

I. INTRODUCTION

Time-reversed acoustics (TRA) refers to a process in
which a propagating elastic wave field (e.g., a vibration ve-
locity field) is reversed in time and irradiated back toward
the source from which it was generated.l’2 Since time rever-
sal invariance' is verified by the wave equation, at least in
linear, low attenuative, media, the irradiated field is expected
to focus back on the source and, generally, reconstruct the
signal.3 The robustness of time reversal is corroborated by
the observation that multiple scattering improves the quality
of the procedure.*” An additional advantage of TRA is also
its potentiality in obtaining super—resolution.ﬁ’7

Furthermore, the validity of time reversal has been
proven in solids.® ' More recently, Tanter et al.'! and Cun-
ningham et al. "2 have proven reversibility in nonlinear elastic
media, at least under certain conditions.

As a consequence of the many theoretical expectations,
TRA has been widely applied in different fields such as
geophysics,B_15 medical imaging16 and applications,17
oceanogrz:lphy,18 wave guides,19 acoustic tomography,20 etc.

In this context, we are mostly interested in applications
of TRA to defect imaging in solids. The idea stems from the
consideration that in a TRA experiment the irradiated signal
focuses back onto the source of the original signal. Defects
in the propagation medium, behaving like scatterers, are ex-
pected either to be additional sources in the wave propaga-
tion or to partly break time reversal. One major task, how-
ever, remains to be solved for achieving optimal application
of TRA to defects imaging and detection. It is indeed impor-
tant to be able to discriminate images produced by real de-
fects, which in general have nonlinear properties, from im-
ages due to linear inclusions, local changes in the modulus or
boundaries, which also behave as scatterers. The so-called

YAuthor to whom correspondence should be addressed. Electronic mail:
marco.scalerandi @infm.polito.it
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Decomposition de 1’Operateur de Retournement Temporal
(DORT) method®' may be implemented to obtain selective
focusing on different scatterers. Nevertheless, for early dam-
age detection, it is often necessary to focus on extremely
weak scatterers, and this may be particularly difficult. Ad-
dressing this issue is the major goal of the present contribu-
tion.

Applications of TRA to imaging in the field of nonde-
structive evaluation have been recently proposed.zz_24 Alu-
minum plaltes25 and composite panels26 have been studied by
comparing the TRA reconstructed signal with the input sig-
nal. Any distortion is claimed to be an indicator of the pres-
ence of wave scattering due to the presence of damage. TRA
has also been applied to detect damage in complex geometri-
cal structures.”’ In particular, simulations have shown that
the energy of the reversed wave field focuses on the scatter-
ers, hence indicating a novel imaging procedure.g‘lo’28

In this paper, we suggest a novel procedure to obtain
selective focusing on nonlinear scatterers. We also introduce
additional novelties with respect to the existing approaches.
First of all, we consider systems in which the surfaces of the
specimens, or part of them, are not easily accessible. As a
consequence we will not exploit, as is usually done, all the
information of the received signals along a given direction,
which may be one side of a plate23 or a radial circumference
for cylindrical specimens.27

In addition, we consider an experimental setup in which
effects of boundaries of the specimen are important. As a
consequence, we use information intrinsic also to the trans-
mitted signals and not only to the backscattered ones. Fi-
nally, we underline that the geometry used here does not
have any partial/complete symmetry. For instance, the time
of flights from the defect to the receivers differs largely from
one receiver to another, which may render the choice of the
reversal time window a crucial point in the procedure. This
problem does not appear when receivers, as usually done, are
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arranged with a certain symmetry with respect to the scat-
terer (e.g., scatterer in the center of the specimen and receiv-
ers on the surfaces).

We make use of computational time reversal as a tech-
nique for imaging: After filtering of signals obtained from
forward propagation in a damaged specimen, the results of
simulations of the back propagation lead to the detection and
characterization of regions where scatterers are located. The
approach is tested by using synthetic data. In the next sec-
tion, we describe the considered specimen, which includes
both a linear inclusion and a nonlinear scatterer, and the non-
linear hysteretic model used to produce synthetic data.?*%
We remark that the procedure and validity of the results pro-
posed here are independent from the choice of the nonlinear
elastic model. Forward data are indeed expected to be pro-
vided by a real experiment. In Sec. III, we present different
procedures for treating signals before reversal.’' In Sec. IV,
we evaluate the robustness of the procedure by introducing
some of the possible intrinsic sources of constraints/
inaccuracies in real experiments, such as noise in the signals
or weak sources of nonlinearity distributed in the specimen.
Finally, in Sec. V, we further validate the proposed approach
with a full three-dimensional (3D) simulation, with a con-
figuration closer to that of a real experiment in which, e.g.,
only one surface of the specimen is available for transducers
placement.

Il. FORWARD PROPAGATION

A time-reversed acoustics (TRA) experiment consists of
three successive steps:

* Generation of acoustic/ultrasonic waves in a specimen
and detection of the signal (e.g., vibration velocity) as a
function of time in several locations by means of a large
number N of transducers acting as receivers and possi-
bly embedded in the system. If that is not possible, a
scanning laser can supply the signals from N different
positions. Let us call u;(7) the signal received by the
transducer j (j=1,...,N) located in the position (x;,y,);
note that the signal is a vector.

e Processing and time reversal of the received signal at
each receiver. Let us call v,(#) the processed signal.

* Reinjection of the time reversed signals in the specimen
by each transducer, now used as a transmitter.

As discussed in the next section, the latter two points are
numerically performed, while the former is expected to be
experimentally realized. In this sense, we use numerical
simulations as tools for post-processing experimental data
and define the imaging procedure. Simulations are indeed the
only tool for implementing successfully the procedure pro-
posed here when nonlinear scatterers are located in the bulk
of the specimen. On the contrary, when the focusing point is
localized on the surface, the third step can be realized experi-
mentally, by scanning the surface of the specimen, e.g., with
a laser interferometer, to detect the focal point.

Here we produce synthetically the set of received sig-
nals, using a 2D model, which corresponds to an approxima-
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Linear scattere‘j’

Non linear scatterer

X[em]

FIG. 1. Representation of the plate used in the simulations. Transducers are
indicated with a vertical line along their extension. Receivers are repre-
sented by small dots and few of them are marked with a number.

tion of a 3D specimen with no out-of-plane components of
either stresses or strains. A few results using a 3D specimen
will also be provided in Sec. V.

A. The specimen

For our simulations a 2D aluminium plate has been cho-
sen as a test specimen (see Fig. 1). It has dimensions
12 em X 6 cm and elastic properties given by the Lame con-
stants A=51.08 GPa and w=26.32 GPa. Density is assumed
to be p=2700 Kg/m?>. Consequently the wave velocity in the
material is v;=6176 m/sec and vg=3122 m/sec for the lon-
gitudinal and shear components, respectively. Attenuation in
the material is chosen to be very high (to have the worst
condition for time reversal) and therefore only few reflec-
tions from the boundaries will be considered. The boundaries
of the specimen are considered fixed and not accessible to
receivers, to simulate a specimen embedded in a larger struc-
ture.

Two scatterers are located as shown in Fig. 1. The larger
one is a square-shaped linear inclusion of size 5 mm
X5 mm, with the same density as the bulk and a 20% reduc-
tion in both Lamé constants. The defect is a small nonlinear
scatterer with length 10 mm and width 0.1 mm. The two
have been located in arbitrary positions, far from each other.
The configuration with the scatterers far from the center has
been chosen in order to be far from the optimal configuration
for reconstruction (e.g., defects in the center and/or equidis-
tant from receivers). In fact, here influence from the bound-
aries is present in the signals.

The specimen is equipped with three extended transduc-
ers (size 10 mm X 1 mm). Each of them is designed to force
a stress into the specimen with Gaussian modulated profile
(with center angular frequency w=1.2 MHz). The choice of
three transducers is motivated by the need to have a uniform
coverage of the specimen by the wave field. Results of the
TRA procedure however do not seem to be affected by the
number/location of the transducers and by the signal type.

Finally, N=124 receivers are placed in a square arrange-
ment around the zone that have to be investigated. A few
receivers have been labeled with a number of reference. As
will be discussed later, not all the received signals will be
used for temporal inversion.
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B. The model

To simulate the propagation of ultrasonic waves in the
specimen of Fig. 1, a two-dimensional (2D) approach to the
simulation of ultrasonic wave propagation in nonclassical
nonlinear (NCNL) media has been used.’”> The method is
described elsewhere™ and its correctness demonstrated by
qualitative and quantitative comparison with experimental
data.**>" In particular, the model predicts mode conversion
between shear and longitudinal waves, both due to the propa-
gation of a nonplane wave>* and both that generated at the
reflection from an interface between different materials.™
The issue is not discussed further here due to space limita-
tions, but has been widely demonstrated in the mentioned
references.

The approach represents the extension to 2D of a previ-
ously proposed 1D model,”*** based on a spring model,*
applied together with a Preisach-Mayergoyz (PM) space
treatment.”” The material is discretized into a large number
of elements (1200 X 600 in our simulations). Each of these is
described by the usual linear elastodynamic equation of state
in which stress is proportional to strain through the elastic
stiffness tensor. The nonlinearity is introduced in the ap-
proach by including nontrivial boundary conditions on each
element. This is obtained by defining thin space regions (“in-
terstices”) between adjacent cells that may be used to de-
scribe imperfections in the material.*® The choice of a rigid
interstice corresponds to imposing continuity of stresses and
displacements between cells, i.e., absence of defects. Elastic
interstices describe linear inclusions or delaminations.*’ In-
terstices switching from a rigid to an elastic state and vice
versa during the crossing of the propagating wave describe a

2508 J. Acoust. Soc. Am., Vol. 120, No. 5, November 2006

4

4

t= 7.20 microsec

B 8 10

t = 14 .41 microsec

FIG. 2. Snapshots of the vibration ve-
locity at successive times during the
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nonlinear inclusion. Finally, when a PM space is introduced
in order to model the transitions between the two states, re-
gions with nonlinear hysteretic properties are modeled.** "

C. Results

The chosen configuration of three transducers produces
the propagation of a wave front (close to a plane wave) in the
specimen, so that almost the whole of the specimen is ex-
cited with the same stress amplitude. In Fig. 2, snapshots of
the vibration velocity at selected times during the propaga-
tion are reported. As expected, both the linear and the non-
linear inclusions are too small to produce appreciable effects.

The signals at two selected receivers (R) are reported in
Fig. 3 and compared with the signals obtained in the absence
of any inclusion/defect (reference specimen). The arrivals of
the waves after multiple scattering from the specimen bound-
aries are clearly visible. For instance, the signal at 10 usec
for R1 corresponds to the wave reflected by the left edge of
the specimen; the signal at 22 usec at R6 corresponds to the
superposition of the wave fronts reflected from the left and
right boundaries. The correspondence with the reference sig-
nal is very good, confirming the difficulty to detect the pres-
ence of the two inclusions from the forward propagation
only. A slight mismatch is only visible at R6, which is lo-
cated very close to the linear scatterer. We deduce the greater
influence of the inclusion on the propagation compared to the
influence of the defect.

Gliozzi et al.: TRA for nonlinear damage detection
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FIG. 3. Temporal signals recorded at the receivers number 1 (R1) and 6
(R6), see Fig. 1. The horizontal component of the vibration velocity vector
is reported. The reference data refer to results for a homogeneous specimen,
i.e., without the two scatterers.

lil. IMPLEMENTATION OF TRA

To implement computational time reversal, the signals
u j(t) recorded at each transducer j should be processed, time
reversed, and reinjected into a reference fictitious specimen
with the same geometry and boundary conditions of the pre-
vious one, but without inhomogeneities and defects. Injec-
tion is applied at the same time from all receivers, now used
as actuators. The phase delay between the reinjected signals
v j(t) should produce focusing on the position of the source of
the original wave. It is to be noted that, in our problem, we
can consider different sources: The three emitters used in the
forward propagation problem, the linear, and the nonlinear
scatterers and the boundaries.

A. Signals processing

Signals generated in the forward propagation have to be
properly treated before being reinjected in the specimen. The
very first step consists in the selection of the time window,
characterized by a length A of the time signal to be reversed
and an initial time 7. Here we use a time window of 18 usec,
starting from 7 usec. It is worth noting that the choice of the
time window is not a trivial issue. More sophisticated
choices could be made accounting for the fact that, due to the
different distances of the receivers from the scatterers/
sources, the optimal selected time window can in principle
be different for each receiver. The issue is, however, beyond
the scope of this contribution.

As a second step, the selected portion of the signal
should be time reversed and additional processing may be
introduced, in order to exploit the properties of time reversed
propagation in detecting the positions of scatterers in a se-
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lective way, distinguishing between boundaries, linear inclu-
sion, and nonlinear defect. We propose three different treat-
ments of the received signals, denoted in the following as
reversal, subtraction, and filtering processes. The procedures
have been designed so that in each one the portion of the
signal due to the larger source, already localized in the pre-

vious processing step, is eliminated. We define an operator R

as R(u )(t)=u(T+A~1). The three treatments proceed as fol-
lows:

» Reversal processing: It corresponds to the usual TRA
procedure. The injected signal is defined as v(7)

:Ié(u (1), 0<t<<A. Unfortunately, as visible from Fig.
3, the three transducers are by far the stronger sources
producing the signal u (). Therefore, in this standard
procedure the portion of the signal due to scatterers is
negligible.

* Subtraction processing: Before time reversal, we sub-
tract from the received signal the reference signal u,(1),
i.e., the signal recorded at the same positions in the
absence of any scatterer. It follows: v j(t)=lé(u (1)
~R(u 0)(2). This processing analysis aims to eliminate
the portion of the signal generated from the transducers
only. Unfortunately, such an approach requires a base-
line reference, which is not always available with the
desired accuracy. It follows that the main advantage of
using TRA for imaging purposes is lost. Also, in this
procedure most of the signal is expected to be due to the
linear scatterer, rather than to the (more interesting)
nonlinear one.

* Filtering processing: The final goal of processing is to
eliminate the portion of the signal due to the linear scat-
terer. For this purpose, considering that the nonlinear
defect is the only source of nonlinearity in the speci-
men, we expect it to be the source for the portion of the
signal containing higher order harmonics. Therefore,
before reversal, we process the signal using a filter,
which allows the elimination of all the components
close to the fundamental angular frequency w (center
frequency of the injected signal). It follows that, with-
out any need of a reference signal, only com-
ponents generated by the defect are maintained in the
received signal. The injected signal has the form:

v j(t):l’z’(u;F )(z), where F denotes that the signal has
been filtered. In the following a bandpass filter between
1.8w and 4w has been used.

Results for the three procedures are reported in Fig. 4 for
selected receivers. The processed signals are similar when
only a reversal is performed, reflecting the symmetry in the
placement of the three transducers. On the contrary they are
very different in the other two cases (bottom two rows), re-
flecting the asymmetries in the placement of the scatterers.
Indeed, the signal at R5, which is aligned with the nonlinear
scatterer (see Fig. 1), is almost null when the subtraction
processing is applied, while rather large when filtering. The
opposite occurs for R6, aligned with the linear inclusion.
Note in Fig. 4 the different scales on the y axes. While after
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subtraction about 25% of the signal is used for reversal, only
about 2% remains after filtering. It follows that noise may
play a crucial role, as discussed in Sec. IV.

B. Results

As a final step of the TRA implementation, the pro-
cessed signals v (¢) are injected back into the specimen at the
same time from all transducers. Simulations of the propaga-
tion of the time-reversed field are performed using a homo-
geneous linear specimen (no scatterer), in order not to intro-
duce any bias from an a priori knowledge of the defect
location. Note that here the vectorial form of the reversed
signal is maintained in the injection (i.e., both components of
the received signals are reinjected). Receivers in experiments
may not be able to keep the vectorial information. However,
as discussed later, the imaging procedure is still effective.

In Fig. 5, we plot the map of the velocity field at the
time corresponding to best focusing during the reversed
propagation for the three processing procedures described in
the previous subsection: reversal, subtraction, and filtering,
from top to bottom. As expected, albeit at different times,
best focusing is obtained on the three transducers, on the
linear inclusion and on the nonlinear scatterer, respectively.
In each of them, the temporal evolution of the wave field
does not indicate evidence of focusing on other sources ex-
cept the ones indicated in the plot. A very slight evidence of
focusing on the nonlinear inclusion is only present in the
wave field corresponding to the subtracted reversal process,
which indeed was to be expected. The reduced focusing of
energy on the central transducer in the upper plot is due to
the choice of the distribution of receivers.

In this contribution, we are interested in the last pro-
posed procedure only, which is novel, to our knowledge,
with respect to existing TRA approaches and does not re-
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quire any reference signal. Therefore, we further discuss,
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FIG. 5. Snapshots of the vibration velocity as obtained in the simulations of
the reversed signals at the time corresponding to best focusing for the three
implementations proposed. First row: reversal; second row: subtraction;
third row: filtering.
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here and in the following, the case of filtering. In Fig. 6
snapshots of the velocity field are reported at selected times
during reversed propagation. The time-reversed wave field
appears at positions farther from the source (the nonlinear
scatterer) first, i.e., the upper and right rows of receivers. At
a later time (14—15 usec), the receivers close to the defect
start playing a role, but the wave field remains unfocused.
Progressive focusing occurs between 16 and 18 usec reveal-
ing a reasonably good image of the scatterer. At later times,
defocusing occurs again. No evidence of focusing in regions
far from the scatterer (i.e., phantom images) is present.

C. Improvements of the imaging procedure

Images of the wave field at the time corresponding to
best focusing (see Fig. 5) constitute a first indicator of the
quality of the imaging procedure. In these plots, however,
several pieces of information are lost. For example, the pos-
sible focusing on other scatterers and the images of the ray
paths from the receivers to the focusing point. To capture
these details an alternative mapping of the wave field data
can be proposed as follows.

Let us call w(x,y;7) the function describing one variable
(vibration velocity, strain, stress, etc.) in any position (x,y)
and at any time (¢). We introduce the following function:

M(x,y) = max[w(x,y;1)], (1)

which represents, in any position, the maximum value the
variable w assumes in time. The function M is expected to
present maxima wherever focusing occurs and also second-
ary maxima where the unfocused paths from the N receivers
interfere coherently toward the focusing point, hence identi-
fying the ray paths. Here, we have chosen the variable w to
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be the modulus of the local displacement vector field.

An image of the map M corresponding to the same
simulation of Fig. 6 is reported in the upper row of Fig. 7.
The map clearly indicates focusing on the nonlinear scatterer
and a maximum in the position of the receivers which are
mostly contributing to the reconstruction (i.e., receivers close
to the scatterer). Some ray paths are also identified, although
not particularly meaningful here.

To improve the imaging procedure, we note that Fig. 7
shows that only few transducers contribute to the reconstruc-
tion of the image. Also, the time series in Fig. 4 illustrate that
some transducers reinject a signal of very small amplitude
(e.g., R6). Since focusing is determined mostly by keeping
proper phase delays between signals injected from different
positions, independent of amplitudes, we introduce the pos-
sibility of amplifying the injected signals differently at dif-
ferent positions. Therefore, we introduce a further signal pro-
cessing step: z,(t)=A;*v(t), where A; is the amplification
factor. To obtain equal contributions from all transducers, we
define A;=1/max[|[v(r)||],- The corresponding z; signals are
therefore each normalized to one.

Results of the simulation using normalized signals are
reported in the second row of Fig. 7, where the map of the
function M is reported. The improvement of the recon-
structed image is evident, with a much larger energy being
focused on the scatterer than that being injected at the trans-
ducers. Ray paths are more meaningful and give indication
of the progressive focusing. In the third row of Fig. 7 we also
analyze the effect of reinjecting normalized signals using
only one component of the recorded wave field (in particular
the x component). The reconstructed map remains reason-
ably good, albeit with a deterioration of the image with re-
spect to the previous case.
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FIG. 7. Maps of the maximum of the displacement [see Eq. (1)] for different
implementations of the procedure. (a) First row: standard procedure; (b)
second row: normalizing all the injected signals to 1; (c) third row: normal-
izing the signals and reinjecting only the horizontal component of the re-
corded signal; and (d) fourth row: averaging the map over a square with size
equal to the distance between adjacent receivers.

Finally, in the bottom row of Fig. 7 we also show how a
mathematical smoothing on the map M leads to a significant
improvement of the quality of the image of the defect loca-
tion. This plot corresponds to the same image of the second
row, but averaged on a square of size corresponding to the
distance between two adjacent receivers (3 mm).

IV. ROBUSTNESS OF THE IMAGING PROCEDURE

This section is devoted to testing the robustness of the
filtering procedure for the purpose of nonlinear defect imag-
ing. We investigate the effects on the quality of the image of
various constraints/errors that may be intrinsic to the experi-
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mental procedure of detection of the forward signals. In all
cases, we show the robustness of the imaging process to be
valid only up to a certain point.

All results reported in this section refer to plots of the
matrix M [see Eq. (1)], obtained implementing the filtering
procedure, with normalized signals and maintaining the vec-
torial information in the backward injection.

A. Effects of the number of transducers

In Fig. 8, we report the reconstructed images obtained
using a different number of transducers. Except for the plot
in the bottom-right corner, transducers are always taken equi-
distant on the four sides of a square. In the bottom-right plot,
only transducers localized on the two vertical arrays are
used, which may be an easier configuration from an experi-
mental point of view.

As expected the quality of the image decreases with a
decrease in the number N of transducers available. In fact,
decreasing N, the maxima of energy become more and more
focused on the transducers positions: Fewer transducers
mean fewer rays converging on the defect location and, con-
sequently, less constructive interference. Nevertheless partial
focusing is still evident in the case N=22.

Note that the need of a quite large number of transducers
should not be considered a technical obstacle. In fact, receiv-
ers for the forward propagation may be easily substituted by
a scanning laser interferometer, as mentioned. Emitters in the
reversed propagation are used only in the numerical simula-
tion, where an arbitrarily large number of emitters can be
used without difficulties.

B. Effects of noise in the received signal

Clearly, synthetic data are not affected by noise. On the
contrary, in every experimental system, noise is present and
contaminates the received signals. To simulate a realistic
condition, we artificially perturb the received signals with a
randomly generated additive noise before processing:

uj (1) =u;(1) + (1),

where ,(#) is a random white noise signal with zero average.
Therefore, for each of its components k, (y,())=0 and
(yk(t’)yk(t)>:(y§/4)*max[uk(t)],* &(t,t"). Typical effects
on the signal are reported in Fig. 9 for the receiver number
1 and two choices of 7y, As expected, the effect on the
received signal (upper row) is small. On the contrary, it
increases enormously in the filtered signal (second row).
In the case of a larger y,, the effect of the noise is com-
parable with the original signal (see third row).

Despite the large effect of noise, the reconstructed im-
ages of the defect remain acceptable up to a noise level of
v=0.1 (see Fig. 10). Not surprisingly, the procedure does
not work any longer at the largest value of 7,, where no
evidence of focusing is observable. Rather unexpected is the
robustness of the procedure at y,=0.1, considering the qual-
ity of the injected signals. The result is an indicator that the
noise, albeit very large, produces an unfocused wave field
superimposed to the wave field generated by the nonlinear
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scatterer. The former is distributed on the full specimen, re-
sulting in a local energy which is very small compared to
that which focuses on the scatterer.

C. Effects of a distributed weak nonlinearity

Similar encouraging results concerning the robustness of
the proposed procedure are also obtained when analyzing the
capability of the approach to detect the scatterer in the pres-
ence of a distributed nonlinearity. For this purpose we con-
sider a specimen with several weak nonlinear scatterers
(about 5-10% of the nonlinearity of the defect) distributed

randomly in space. To quantify such distributed nonlinearity,
we define a parameter a which defines (as a percent area) the
zone in which nonlinear scatterers are distributed, hence giv-
ing the density of nonlinear scatterers.

The signals obtained from the simulation of the forward
propagation differ only very slightly from the ones obtained
in the absence of weak scatterers. On the contrary, such a
nonlinearity has an enormous influence on the filtered and
reversed signals already at a=5% (see Fig. 11).

Despite the huge effect on the injected signals, recon-
struction of the defect image remains good up to a=10%
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FIG. 9. Comparison of the temporal
signals at receiver 1 (see Fig. 1) in the
presence or absence of an additive
noise on the received signal. First col-
umn: weak noise level; second col-
umn: large noise level.
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No noise

X [em]

FIG. 10. Maps of the maximum of the displacement [see Eq. (1)] for dif-
ferent noise levels.

(see Fig. 12). Note the significant energy focusing close to
the transducers used in the forward problem. Such focusing
is due to the fact that, in the forward propagation problem,
nonlinear scatterers close to the source have been excited at a
larger amplitude than scatterers far from it.

V. EXPERIMENTAL FEASIBILITY

So far, we have used a 2D model of elastic (ultrasonic)
wave propagation in heterogeneous specimens, which is an
approximation of a 3D model of propagation in a very thin
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FIG. 11. Temporal signals at receiver 1 [see Fig. 1] for different levels of
distributed nonlinearity in the specimen.

plate, under the special conditions of plane stress propaga-
tion. Such approximation has been widely used in the litera-
ture (see, e.g., Refs. 25-28 and 41-44) to prove feasibility
and properties of imaging methods based upon numerical
simulation and processing of real data.

Nevertheless, it may be argued if the method proposed
here still works in conditions closer to the experimental ones,
e.g., when measurements of in-plane vibrations are not pos-
sible. Therefore, in this section we present an application of
the proposed procedure to a 3D specimen, using the exten-
sion of the 2D approach to account also for displacements/
stresses in the Z direction.

We consider a thin plate (10 cmX2.5 cmX 1 cm) with
Lame constants A=106 GPa and u=71 GPa. Density is as-
sumed to be p=8000 Kg/m>. A small nonlinear scatterer
(5 mmX3 mmX2 mm) is located in x=5 cm, y=1.5 cm,
and z=0.5 cm. One transducer is localized on the upper sur-
face in x=4 cm, y=1.2 cm, injecting a Gaussian modulated
wave with center frequency w=0.7 MHz. Forty-five receiv-
ers are localized on the upper surface (z=0) along five par-
allel arrays (see Fig. 13 where the position of the arrays is
clear).

The data processing and the simulation of the time re-
versed propagation is performed following the same proce-
dure as before (filtering with normalization) and a 3D matrix
M is defined [analogous to Eq. (1)]. In Fig. 13, slices of the
matrix M at different depths are reported (darker grey tones
denote larger intensities). On the upper surface (z=0), the
position of the receivers is evident. At the same time, we can
observe focusing of the energy on the position occupied by

Gliozzi et al.: TRA for nonlinear damage detection
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2 4 B 8 10 12 FIG. 12. Maps of the maximum of the
X [cm] a=0.1 X [cm] a=03 displacement [see Eq. 1] for different
distributed nonlinearity levels.

X [em] X [em]

the nonlinear scatterer, while no focusing is evident in planes the requirements of a reference system for comparison.24
further from z=5 mm. Results are in good agreement with  This is one of its major advantages. Nevertheless, in our
that obtained in the 2D approximation (see, e.g., Fig. 7). opinion, this is not always the case. In fact, increasing the
A 3D representation of the matrix M is also reported in complexity of the specimen, small defects may not be de-
F.1g. 14: We report sect.lons along Fhree lateral surfaces and a (. .1 in the reconstructed TRA image, due to the presence
diagonal cut from a line of receivers to the defect center. . S .
. . . of stronger scatterers in the sample. Indeed, in this contribu-
Again, focusing on the scatterer location is visible. . . .
tion, we have considered the case of weak scatterers, which
V1. DISCUSSION give an almost negligible signature on the received signals
All studies reported in the literature point out that TRA,  (see Fig. 3). As a result, as shown in Fig. 5, a linear inclu-
compared with other damage localization methods, remove sion, or even the presence of boundaries or of the transducers
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nonlinear scatterer was located in x=5 cm, y=1.5 cm, and z=0.5 cm. Darker grey tones denote larger intensities.
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themselves, may reduce the efficiency of the procedure and
make difficult, for traditional TRA, to detect a nonlinear de-
fect.

As a consequence, we have proposed here to exploit
features intrinsic in the nonlinear properties of small defects
to maintain the possibility to avoid using a reference system,
as proposed elsewhere in a different context.**¢ Indeed, the
harmonics content of the received signals may be due only to
the presence of nonlinear features in the specimen. It follows
that, selecting such higher order components corresponds to
subtracting a reference signal, without the need of it. As we
have shown, the procedure can be easily implemented and
leads to selective focusing on defects with nonlinear charac-
teristics.

The method proposed here has been tested using syn-
thetic data, produced by a numerical code based on a model
proven to be reliable in the description of the propagation of
elastic waves in nonlinear hysteretic media.”’ In the paper, a
2D configuration has been considered, which is far from be-
ing technically realisable (e.g., a laser interferometer can
measure the out of plane components of the vibration veloc-
ity, fixed boundary conditions are usually not realistic, etc.).
Nevertheless, we believe that the theoretical analysis re-
ported here might be an important preliminary step toward a
practical realisation and the results obtained for a simple 3D
case (Sec. V) further confirm our belief. Furthermore, the
capability to suggest novel experimental approaches is, in
our opinion, one of the purposes of numerical modeling, as
demonstrated by the large number of papers in which new
signal processing analysis methods and theories have been
tested also using numerical simulations.>*!"™*

We remark again that imaging, in this contribution, is
considered as the postprocessing of the data, realized through
the simulation of the backward propagation of the time-
reversed signals. To implement such an approach, is there-
fore necessary to record a sufficient number of forward sig-
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FIG. 14. 3D maps of the maximum of
the displacement in the same case as
Fig. 13. Four reference planes are re-
ported, the diagonal one intersecting
one array of transducers and crossing
the center of the nonlinear scatterer.
Darker grey tones denote larger inten-
sities.

nals from the experiment and to provide a detailed
information about the elastic and geometrical properties of
the specimen (in its intact state), in addition to the details
about the boundary conditions adopted in the experiment.

Several issues have also been raised in the paper and
probably need further attention when lab data have to be
used for the localization of nonlinear scatterers. Figures 10
and 12 seem to indicate a good robustness of the procedure
to the presence of noise or specimen heterogeneities (also
nonlinear). On the contrary, it seems that in the case of a low
O material a good reconstruction may be obtained only when
in the forward propagation experiment time signals are
picked in a large number of different locations, which may
be a drawback for applications unless a scanning laser is
available. Nevertheless, when attenuation is low, longer sig-
nals can be used, hence compensating for the number of
transducers.

Using longer signals also should help increase the reso-
lution, thanks to the more consistent mode-conversion effect
between shear and longitudinal waves. That may be useful
for reconstruction of the shape of the scatterer. At this stage,
the focal area is strongly determined by the kind of signal
used in the forward propagation problem. A more careful
analysis has to be carried on about this issue.
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The scattering of acoustic waves by objects located inside a waveguide is discussed, assuming that
the scattering amplitude for the object in an extended uniform medium is known. The scattering
process is described by using an expansion of the scattering amplitude in terms of spherical
harmonics. An appropriate multipole decomposition of the waveguide Green’s function is developed
and the effective scattering amplitude in the waveguide is obtained. An important property of the
effective scattering amplitude, the generalized optical theorem, is obtained and its implications for
scattering in a waveguide are discussed. The scattering problem is formulated entirely and explicitly
in terms of the waveguide Green’s functions, which makes this approach very flexible in regard to
the choice of the incident field. It also establishes the connection between propagation and scattering
and allows for the independent computation of the propagation and scattering aspects of the
problem. This is the main advantage of using the scattering amplitude in an extended uniform
medium as an input. The connection of this work with previous work in scattering in waveguides is

discussed. © 2006 Acoustical Society of America. [DOI: 10.1121/1.2354077]

PACS number(s): 43.30.Ft, 43.20.Fn [WLS]

I. INTRODUCTION

The scattering of acoustic waves by an object imbedded
in a heterogeneous acoustic medium is the problem ad-
dressed in this paper. The heterogeneity may originate from
nonuniform density and sound speed, the presence of bound-
aries and interfaces, or a combination of all these factors.
The difficulty in solving this problem arises from the fact
that one has to enforce boundary conditions both on the sur-
face of the scattering object as well as on the interfaces and
boundaries. For nonuniform media, additional difficulties
arise, since only numerical solutions are usually available.
However, a promising way of tackling those problems is to
assume that the single object scattering problem in an ex-
tended uniform medium can be solved independently and
then formulate the waveguide scattering problem in such a
way as to incorporate this result into the full solution of the
problem. The pseudopotential introduced by Huang and
Yang1 offers a convenient starting point since it separates the
implementation of both sets of boundary conditions. With
this approach, the scattering properties of the object are sub-
sumed in a series of field-dependent source terms added to
the wave equation, the solution of this equation must then
satisfy proper boundary conditions on the medium’s
boundaries.”

The basic formulation of the approach adopted in this
work was presented in Ref. 2. In Ref. 3 the method was
further developed and used to obtain the generalized optical
theorem for a scattering object embedded in an inhomoge-
neous medium. Its use in scattering problems in ocean acous-
tics is elaborated on here. The formulation is entirely based
on Green’s function that makes the approach independent of
particular assumptions about the incident field, as all incident
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fields can be obtained with the Green’s functions and appro-
priate source functions. Also the formulation is independent
of any particular explicit expression for the Green’s func-
tions. An explicit operational procedure is obtained to pro-
duce the proper multipoles of the waveguide Green’s func-
tions that enter in the scattering equations. If one examines
previous formulations of this problem, one notices that a
great deal of effort is involved in computing transforma-
tions from cylindrical to spherical coordinates and basis
functions.*'® While those calculations are unavoidable when
one has to carry out computations they are not necessary
when obtaining the basic equations as demonstrated in this
article and in Refs. 2 and 3. This simplification allowed the
authors to discuss the energy flux in the scattering process in
a relative simple and transparent way culminating in the deri-
vation of the generalized optical theorem taking into account
all the multiple interactions of the scattered acoustic field
with boundaries and other spatially varying acoustic proper-
ties of the waveguide. The only other discussion of the opti-
cal theorem in underwater acoustics known to the authors,
namely Ref. 13, neglects those interactions.

There are other approaches to this problem that are ex-
plicit designed with numerical computations as the goal and
thus differ in spirit from the work presented here. A particu-
larly interesting work is the one in Ref. 5 where multiple
boundary interactions for a cylindrical object in a waveguide
is discussed through an ingenious numerical approach. Simi-
larly, the problem of acoustic scattering by an elastic spheri-
cal shell near a perfectly reflecting plane boundary was dis-
cussed in Ref. 6 by the method of images. In Ref. 7 one finds
another interesting approach to this problem, which is also
pragmatically oriented toward numerical computations. In
this paper we emphasize a general formulation of the prob-

© 2006 Acoustical Society of America



lem, delaying as much as possible the use of explicit expres-
sions for the Green’s functions, the scattering amplitudes,
etc. This allows further analysis, such as obtaining the opti-
cal theorem. This, of course, does not preclude numerical
calculations but permits one to explore how far one can go
before resorting to computations.

The general formulation is presented in Sec. II. In Sec.
IIT we discuss the generalized optical theorem. Since all nec-
essary derivations are similar to those in Refs. 2 and 3, they
are not repeated here. In Sec. IV we present results pertain-
ing to scattering in an ideal waveguide (computations for
more realistic waveguides will be presented in a future
work). In order to illustrate the effect of boundary interac-
tions, these results are compared with results for the same
problem obtained using Ingenito’s4 approximate formulation
of the scattering problem. Finally, in Sec. V we summarize
and further discuss the results.

Il. SCATTERING IN AN INHOMOGENEOUS MEDIUM

In this section the general results obtained in Ref. 2 will
be presented in the context of an ocean acoustic waveguide.
As the derivation parallels that of Ref. 2, it will be omitted
here. In this formulation the scattering in an extended and
uniform medium with sound speed ¢ of a cw plane wave
with frequency w/27 by an arbitrary scattering object is
characterized by an operator 7 given by the following pro-
jection of the scattering amplitude into spherical harmonics:

l-l—l' o . . L
Tlm,l’m’(k)=Efdp Ylm(p)qu Yl’m'((l)f(P’Q)- (1)

In Eq. (1) f(p,q) is the scattering amplitude defined in the
usual way in terms of the asymptotic limit for r— of the
scattered wave field created by the scattering of an incident
plane wave by the object.8 Note that the expression in Eq. (1)
differs from the one in Ref. 2 by a wavenumber factor k
=w/c.

The procedure developed in Ref. 2 can be used to obtain
equations describing scattering in a general case and it can be
formulated without a specific expression for the Green’s
function in the waveguide. This Green’s function obeys
Bergmann’s extension of the Helmholtz equation9 to a non-
uniform fluid plus appropriate boundary conditions:

1

\Y Go(r,ro)) +k(r)?Go(r,ry) = 8(r —rp).
p(r)

2)

In order to use the operator 7 as an input in the computation
of scattering in an arbitrary medium, one must assume that in
a neighborhood fully containing the object in the arbitrary
medium the acoustic wavenumber and the density can be
assumed to be locally uniform. Thus, for r and r in this
region, that is for d+&>|r—r;|>d and d+&>|ry—r;|>d,
where d is the largest linear dimension of the object and € is
positive (perhaps very small), Gy(r,r,) can be written as

p(r)V (

Go(r,rg) = g7(r —rp) + GoNS(r’ro) »

(3)
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41’

gr(r)=- k= k(ry).

That is, the Green’s function inside a region of uniform den-
sity and sound speed can be split into two parts: a singular
one, which is just the Green’s function in the equivalent un-
bounded medium, and a nonsingular part enforcing the
boundary conditions.

The techniques employed in Ref. 2 lead to an equation
for the waveguide Green’s function when a scattering object
is present in terms of a set of partial wave coefficients that
are determined by a linear algebraic equation for the new
coefficients. Thus the Green’s function for a waveguide with
a scattering object inside can be written as

G(I’,I'()) = Go(r,ro) - E E G?'Et(l',rT)Tlm!lrmral/mr. (4)

Im !

For nonspherically symmetric scatterers the above equation

is valid for r outside the enclosing sphere, that is, it is valid

when the point r is outside of a sphere whose diameter is

equal to the largest linear dimension of the scattering object.
The coefficients a,,, obey the following equation:

ay, = G}ft: - 2 2 Klm,l’m'(rT)Tl’m’,l"m”al”m”' (5)

'm' I'm"

The new quantities introduced in the above equations are as
follows:*

Gol(r,ry) = Dfm(V’)GO(r,r’)|r,=rT forr # rp, (6)

G (rp.r) = Dy (V)Gy(r,x0) |y, foOr 19 # 17, (7)
and
Klm,l’m’(rT) = Dlm(V)D;mr(V,)GONS(rar,)|r=r’=rT' (8)

In the above equations D,,(V) is a differential operator, a
polynomial of degree [ in the partial derivative operators d,,
Ay and d,, defined as follows:”

2+ 1)1 .
Dy(v)= 2L f 8 V10(8)" 5+ V)
Kool
477il(_ l)m . mAl+myg. 2 2N/
= k[T 211' Nlm(px_lpy) 0’{{ (M _p) u:pz’
9)

where p=-iV, p>=-V?, and N,,, is the normalization factor
for the spherical harmonics. The resulting equations, Egs. (4)
and (5), show that, in the presence of boundaries and/or a
heterogeneous medium, there is a coupling among the scat-
tered partial waves, even for spherically symmetrical scatter-
ers. One should also notice that the only quantity related to
the scattering target that appears in the coupling matrix, Eq.
(8), is its position relative to the boundaries. This indicates
that no matter what the nature of the target is, this coupling
matrix determines the coupling among the scattered partial
waves induced by the inhomogeneities of the medium, such
as spatially varying acoustic properties, interfaces, and
boundaries.

D. K. Dacol and D. G. Roy: Scattering in waveguides 2519



The equation for the Green’s function, including scatter-
ing by an object at r=rz, can now be written as

G(r,rg) = Go(r,re) = > > D;km(V')

Im 1y
X|Go(r,0") [T g1 () Dy (V")
X|Go(t",x0) er=pror,s (10)
where the effective scattering operator, T(r;), is given by

T(ry) = T(ky) = T(rp)K(rp)T(ky), or (11)

T(ry) = T(ky)[ 1+ K(rT)T(kT)]_l-

The scattering term in Eq. (10) can be interpreted as
stating that a multipole decomposition of the incident
field, D,/m/(V”)GO(r”,ro)|r~=rr, is scattered into a multi-
pole decomposition of the outgoing scattered field,
D;m(V’)GO(r,r’)|r/:rT. In the case of a layered medium, this
result, apart from differences in notation, coincides, for-
mally, with that obtained by Sammelmann and Hackman. '’
However, the formulation presented here in terms of the
waveguide Green’s function with an explicitly operational
procedure to obtain the proper multipole expansion seems to
be more general, although equivalent to other formulations
that start with an explicit expansion of the acoustic field in
cylindrical coordinates and then carry out a projection into
spherical harmonics.*'°.

As an example to illustrate the structure of the above
equations, let us consider the case where the wavelength of
the incident field on the object is much larger than a typical
dimension of the object. In this case it is a reasonable ap-
proximation to consider the object an isotropic scatterer
where only the terms with /=0 contribute to the scattered
field. One obtains in this case the following expression for
the Green’s function, including the scattered field:

4xf
G(r,rg) = Gy(r,ry) —
(r-ro olr-Fo) 1+47Tngs(rT,rT)
XGO(r’rT)GO(rT’r0)7 (12)

where f=T(kr)oo00 is the isotropic scattering amplitude.
Thus, one sees that in the inhomogeneous medium the
effective scattering amplitude is

f
1 +4mfGYS(rp,ry)

Serr= (13)

The denominator in Egs. (12) and (13) is a consequence of
the multiple interactions between the scattered field and the
boundaries and other spatially varying acoustic properties of
the waveguide. The most obvious consequence of Eq. (13) is
that the effective scattering amplitude varies with the posi-
tion of the scattering object. The closer the object is to a
boundary or interface the stronger this effect will be. Another
consequence is that even if the scattering amplitude in the
extended and uniform medium is not resonant, it is possible
for the effective scattering amplitude to be resonant. If f is
resonant, then the resonant frequency will be shifted in f.g;
see, for example, Ref. 11. The implications of this reso-
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nance shift for bubbles near a pressure release surface are
discussed in Ref. 12.

lll. THE GENERALIZED OPTICAL THEOREM

An important relation satisfied by the effective scattering
operator defined in Eq. (11) can be obtained by examining
the energy flux across a surface that encloses the scattering
object. A lucid discussion of energy fluxes in a scattering
context is presented in Ref. 13. Those authors use Ingenito’s4
approximate description of scattering in a waveguide that
neglects multiple interactions of the scattered field with the
waveguide’s boundaries, interfaces, and other spatially vary-
ing acoustic properties. Thus, their discussion is incomplete
in this regard. The discussion presented in this section uses
the full scattering description developed in Sec. II and ad-
dresses the impact of those multiple interactions on the en-
ergy conservation in the scattering process. A detailed deri-
vation of the generalized optical theorem for scattering in an
inhomogeneous medium is presented in Ref. 3 and, with very
minor changes, that derivation is applicable to scattering in
an oceanic waveguide. Unless explicitly stated, the discus-
sion follwing is not restricted to a layered medium.

Consider the case of a nonenergy-absorbing medium and
an object that also does not absorb energy. Then the total
energy flux across a closed surface that surrounds the scat-
tering object but excludes the point source is zero since all
the incident acoustic energy eventually leaves the volume
enclosed by the surface. The incident field carries part of this
energy and part of it is in the scattered field but none is
dissipated into heat or other forms of energy. The total en-
ergy flux across the closed surface is

1 J ( .1

Fr=—dS-|G(r,ry)) — V G(r,ry)

2iw p(r)

- G(r,ro)L \% G(r,ro)*) . (14)
p(r)

Using the divergence theorem and the equation satisfied by
the full Green’s function G(r,r,), Eq. (10), one obtains

Fr=———G [T =T +2ik,T'T+T
2iwp(ry)
X(K' = K)T]Gjp. (15)

In the above equation, the G}‘,‘,f(rr,ro), defined in Eq. (7),
are considered to be components (labeled by the partial
wave indexes Im) of a vector G;,. and, T' is the Hermitian
conjugate of T, that is (T%),, 1 =Ty )" Since Gy is
arbitrary (the source position is arbitrary), in order for the
total flux to be equal to zero the expression between
square brackets on the right-hand side of Eq. (15) must
also be equal to zero. Thus, the generalized optical theo-
rem for the effective scattering operator can be stated as

the following relationship between the components of T:
ik, TT=T-T +T(K-KNT. (16)

In a similar way it can be shown that for a nonenergy-
absorbing scattering object the scattering operator 7 obeys a
similar generalized optical theorem:'*
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ik, T T=T-T". (17)

Comparing Egs. (16) and (17), one sees that the formal
difference between them is related to the operator K. This
operator accounts for multiple interactions between the scat-
tering object and the boundaries and other spatial variations
of the waveguide acoustic properties. The multiple bounces
between the object and a boundary are simple to visualize,
but a position dependence of the sound speed or density will
have similar effects. For example, suppose the object is in a
sound channel corresponding to a minimum of the sound
speed as a function of depth. Some of the energy scattered
off the object will be redirected toward the object by refrac-
tion and rescattered by the object, cumulative repetition of
this process also leads to the presence of the operator K in
the expression for the effective scattering operator. The ex-
plicit presence of K in Eq. (16) indicates that those multiple
scattering processes trap a fraction of the energy incident on
the object. If the object is assumed to be in a homogeneous
layer, then the quantitative importance of K depends on the
ratio between a typical dimension of the object and its dis-
tance from the layer boundaries, the greater this ratio the
larger the impact of the multiple scattering processes that K
incorporates. This is related to the phenomena of trapped
modes and complex resonances in waveguides containing a
scattering obstacle (see Ref. 15 for a detailed discussion of
trapped modes and further references on this matter).

As in Ref. 13, let us introduce the quantities ®;,.(r), the
incident field, and ®(r), the scattered field. The velocity
vectors associated with those fields are defined as V,
=(1/iwp(r))V® ,(r). The total flux can be written as F;
=F,.—E+ W, The incident flux, F;,, is zero, since the
source is outside the volume delimited by the closed surface,
W, is the scattered energy flux involving only ®(r), and E
is the extinction term that involves the negative of the con-
tribution to the total flux due to the interference of the inci-
dent and scattered fields:

Wi = Re{% ds- V:ctq)sct} s

(18)
E=- Re{% das- [Vchq)inc + Vi*ncq)sct]} .

Procedures similar to the ones that lead to Eq. (17) yield

1 _
=——G| Rik; T T+THK' - K)T]Gpe.
2iwp(ry)

(19)

1
G?nc[T - TT]Ginv

E =
2iwp(ry)

Thus, the generalized optical theorem states that, in the ab-
sence of energy absorption by the object and the medium, the
scattered power is equal to the power subtracted from the
incident field by its interference with the scattered field. In
the case of an energy-absorbing object, equations such as
(15) and (19) still hold but (16) does not as Eq. (17) is no
longer true since a term due to energy absorption by the
scattering object is missing. In this case the expression for
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the power extinguished from the incident field is still given
by the corresponding equation in Eq. (19). In the case of an
energy-absorbing medium the procedures that yielded Egs.
(15) and (19) generate extra terms that have to do with the
power absorbed by the medium in the volume enclosed by
the closed surface across which the fluxes were computed. It
is clear that it is not empirically possible to separate extinc-
tion effects due to scattering and absorption by the scattering
object from the effects of energy absorption in the medium.

IV. NUMERICAL EXAMPLES

In this section, results for scattering in a simple wave-
guide using the approach developed in Sec. II are compared
with results obtained using Ingenito’s approximation,4 which
neglects the multiple interactions between the scatterer and
the boundaries. An ideal waveguide is considered here to be
a planar waveguide with a uniform fluid medium filling the
space between the plane boundaries, the upper boundary be-
ing a pressure-release surface while the bottom boundary is
acoustically hard. While the acoustically hard boundary con-
dition is not very realistic for ocean waveguides, it is used
here to provide an illustration of the relationship between
boundary conditions and the multiple scattering effect. A de-
tailed study of the impact of more realistic bottoms on the
multiple scattering effect will be delegated to a future article.

The method of images allows the expression of the
Green’s function for this ideal waveguide as a superposition
of the free space Green’s functions for the acoustic medium.
If the partial wave expansion for the scattering matrix of the
object is also known, this simplifies considerably the compu-
tations. In the following the scattering object is taken to be a
sphere with a pressure-release surface that has a simple and
well-known expression for its scattering amplitude in terms
of partial waves.

In the case of the waveguide, the Green’s function can
also be expressed as a superposition of Green’s functions for
the unbounded medium:'®

Go(r,rg) = >, (= 1)"[g(r —rf—2nhé,)

—g(r—ry—2nhé,)], (20)

where rj=R(+z(€,. In particular, one has for the nonsingular
part of the Green’s function [defined in Eq. (3)],

Goo(r.rg) == g(r—rg) + 2 (= 1)"[g(r - rf - 2nhe,)
n#0

—g(r—ry—2nhé,)]. (21)

The Green’s function in an unbounded medium with
wavenumber k has a well-known form:

. ’
ezklr—r \ 1

4mlr-r'| "4

KRR )ik (K) 22|

2ik(K)

glr-r')= ,

(22)

where the capital letters indicate vectors in the xy plane and
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k(K) = Vk* - K* if k= K and k.(K)

=iVK* - k% if K> k. (23)

A few useful quantities are obtained from the partial wave
expansion of the free space Green’s function, (in the follow-
ing ky=k, the wavenumber in the homogeneous fluid-filled
half-space):

Dy (V)(r = xo)er, = = ikhy" (ks) Y, (8) s,

—Tp

for ry # ry. (24)
Similarly, one obtains

Dy, (V)(r =)o, = = ikh(ks) Y 1 (8) [s=rr,
for r # ry. (25)

Another useful quantity is the reduced coupling operator
K3(ry), with matrix elements given by the following expres-
sion:

K[l:m,l’m’(rT) = - Dlm(V)Dl/m/(V’)g(r - r,)|r:r;, r’:r;'

(26)
In order to obtain an expression for Kfm l,m,(l‘r), the integral
representation for the Green’s function in Eq. (22) will be
used. First, one should notice that

i

1
D;,,(V)exp(iq - r) =47T< : ) Y,,,(@) exp(iq - r). (27)

Notice that the above result is entirely algebraic. That is,
it is valid even if r or q or both have complex components.
In the case of complex components, one should write
(=1)"Y,_,,(4) instead of ¥,,(4) =(-=1)"Y,_,,(§"), that is, the
complex conjugation in Eq. (27) does not apply to the argu-
ment of the spherical harmonic. However, for conciseness of
notation, the form in Eq. (27) is preferable. In the same way
one also obtains

i

1
D,,(V)exp(-iq-r)= 477(— q) Y (@exp(-iq-r).

k
(28)
Thus, for the coupling operator one has this expression
K} o (07) = = (4m)()' (= )"
dK . . eZikZ(K)zT
X | =3 Yiu(K) Yy (k™ ,
f (27T)2 lm( ) I"m ( )2lkz(K)
(29)

where k*=K=k_(K)&,. The above integral can be carried out,
and one obtains

Klm,l’m’(rT) = 5m,m’LZl['(2ZT)’ (30)
where
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m _ N\ ikz
Ll,l’(z) = 477(1) (_ l) Nlle’m z

I+ 1\»
x> (— 7) KLPI(x) Py (= x)][1zi - (31)
p=0 kz

The quantity N, is the normalization factor of the spherical
harmonics, that is, Y, (f)=N,,,P}"(cos 6)e™¢. The finite sum
in Eq. (31) is due to the fact that the product of Legendre
functions on the right-hand side of this equation is a poly-
nomial of degree [+1’. That K is diagonal in m and m’ is a
consequence of the cylindrical symmetry of the environ-
ment. One notices that L;),(z) depends only on |m|. This
dependence on |m| is due to the fact that in the presence of
an acoustic point source and a scattering sphere the origi-
nal cylindrical symmetry is replaced by reflection symme-
try across the plane that contains the source and sphere
positions and is perpendicular to the bounding surface
plane. It follows from Eq. (33) that [=|m| and I’ =|m’|
thus L}, (z) =0 unless [g=|m|, where [ is the smallest of /
and /'

Thus the results in Egs. (24), (25), and (30) considerably
simplify solving Egs. (4) and (5) for the case of acoustic
scattering by a sphere in the ideal waveguide. Thus one ob-
tains the following expressions:

GM(rp,rg) = — ik 2 (= 1)"[ AV (ks)

n=—o0

XY 1= 8) syt 2une. — by (ks)

XY (= 8= 2 ] (32)

Gin(erp) == ik 2 (= D'T1D (k)Y 1n(8) sceet o

n=—w

— = DR Y 1 icror 2 ) (33)

Klm,l’m’(rT) = 5/71,m'{L7,11/(2ZT) - 2 (_ 1)n
n#0

X[L(=2nh) = L}, (227~ 2nh)]} . (34

The above equations plus the expression for the free space
scattering operator for the object allows one to solve Eq. (5)
for a;,, and then use Eq. (4) to obtain the Green’s function for
the waveguide in the presence of a scattering object. In the
example discussed here, the scattering object is a pressure-
release sphere of radius a and the scattering operator for the
sphere can be written as

i Jilka)
(1) ’
khy (ka)

Timgrm = J1600 Opmrs  f1= (35)

The fact that in this example the scattering object is a sphere
simplifies the structure of the algebraic equations for a;,,
since the equations for different values of m are not coupled
as both K, ,,/(r7) and T}, r,,» are diagonal in m. The linear
algebraic equations for a;, are solved numerically by trun-
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Intensity vs Target Depth at 1km from Target
S-T=1km, Zs=Z0=50m, f=75Hz, a=10m, h=100m
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FIG. 1. Scattering in an ideal waveguide by a pressure-release, 10 m radius
sphere. The horizontal distance from the scattering sphere to either the
acoustic point source or the observation point is 1 km. The observation point
and the source are both at a depth of 50 m in a 100 m deep waveguide. The
depth of the center of the sphere varies between 10 and 90 m. The cw point
source has a frequency of 75 Hz. This figure illustrates the variation of the
scattered and total fields as the depth of the scattering sphere changes.

cating the partial wave expansion. The maximum value for /
is taken as [,,,,=Int(ka)+5, which reflects the fact that in
the partial wave expansion for scattering by a sphere the
contributions from terms with />ka are negligible. The
total number of partial wave coefficients a;, 1S Ipax(Imax
+2).

Results are presented in Figs. 1-6 which show the out-
come of calculations for acoustic scattering in an ideal oce-
anic waveguide by a pressure-release, 10 m radius, sphere.
In Figs. 1-6 the horizontal distance from the scattering
sphere to either the acoustic point source or the observation
point is 1 km. The source and the target are both at a depth
of 50 m in a 100 m deep waveguide. The depth of the center

Intensity vs Target Depth at 1km from Target
S-T=1km,Zs=Z0=50m, f=150Hz, a=10m, h=100m
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FIG. 2. This figure is similar to Fig. 1, except that in this figure the cw point

source has a frequency of 150 Hz. This figure illustrates the variation of the
scattered and total fields as the depth of the scattering sphere changes.
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Intensity vs Target Depth at 1km from Target
S-T=1km,Zs=Z0=50m, f=300Hz, a=10m, h=100m
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FIG. 3. This figure is similar to Figs. 1 and 2, except that in this figure the
cw point source has a frequency of 300 Hz. This figure illustrates the varia-
tion of the scattered and total fields as the depth of the scattering sphere
changes.

of the sphere varies between 10 and 90 m. These figures
illustrate the variation of the scattered and total fields as the
depth of the scattering sphere changes. The scattered field
computed taking into account multiple interactions with the
boundaries is compared with a computation that neglects
those interactions, an approximation introduced by Ingenito.4
There were substantial differences between the two results in
those examples. In particular, notice the different impacts of
the surface and bottom boundary conditions on the multiple
scattering effect. Clearly the pressure-release condition at the
surface has a weaker impact than acoustically hard condition

Intensity vs Depth at 1km from Target
S-T=1km, Zs=Z{=50m, f=75Hz, a=10m, h=100m

Scattered field q

----- Ingenito’s approximation
— -Total fie N

10Log10({Intensity)

Depth (m)

FIG. 4. Scattering in an ideal waveguide by a pressure-release, 10 m radius
sphere. The horizontal distance from the scattering sphere to either the
acoustic point source or the observation point is 1 km. The source and the
scattering sphere are both at a depth of 50 m in a 100 m deep waveguide.
The depth of the observation point varies between 0 (surface) and 100 m
(bottom). The cw point source has a frequency of 75 Hz. This figure illus-
trates the variation of the scattered and total fields as the depth of the
observation point changes.
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Intensity vs Depth at 1km from Target
S-T=1km,Zs=Zt=50m, f=150Hz, a=10m, h=100m
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FIG. 5. This figure is similar to Fig. 4, except that in this figure the cw point
source has a frequency of 150 Hz. This figure illustrates the variation of the
scattered and total fields as the depth of the observation point changes.

at the bottom. Those differences were larger at lower fre-
quencies than at higher ones, which is a consequence of the
fact that the matrix elements of the coupling operator K de-
crease with increasing frequency mostly due to the rapid
variations of the oscillating exponential factor in Eq. (31). In
Figs. 3-6, the source and the scattering sphere are both at a
depth of 50 m in a 100 m deep waveguide. The depth of the
observation point varies between 0 (surface) and 100 m (bot-
tom). Those figures illustrate the variation of the scattered
and total fields as the depth of the observation point changes.
Again the scattered field computed, taking into account mul-
tiple interactions with the boundaries, is compared with In-
genito’s approximate expression for the scattered field. The
most obvious pattern in the differences between the two re-
sults is the variation with frequency noted before. The dif-

Intensity vs Depth at 1 km from Target
S-T=1km, Zs=Z{=50m, f=300Hz, a=10m, h=100m
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FIG. 6. This figure is similar to Figs. 4 and 5, except that in this figure the
cw point source has a frequency of 300 Hz. This figure illustrates the varia-

tion of the scattered and total fields as the depth of the observation point
changes.
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ferences decrease as frequency increases. The differences be-
tween the full scattered field and Ingenito’s approximation
are due mostly to the strong bottom reflections originated by
the acoustically hard boundary. Other calculations, not ex-
hibited here, show that configuration geometry is also very
important. Certain source-target-observation point configura-
tions are more sensitive to multiple scattering effects than
others. In particular off-plane scattering, that is, scattering off
the vertical plane that contains the source and the scattering
object, is more sensitive to those multiple scattering effects
than in-plane scattering.

V. SUMMARY

In this paper the theory of acoustic scattering by an ob-
ject in a bounded medium such as a layered oceanic wave-
guide was formulated in such a way as to use the scattering
amplitude computed in an unbounded, homogeneous me-
dium as input. The main results are an extension of the par-
tial wave expansion method for scattering in an ocean acous-
tics waveguide and the generalized optical theorem obeyed
by the effective scattering amplitudes. The impact of mul-
tiple scattering between the object and the boundaries was
discussed with both analytical and numerical examples. The
circumstances where one expects the greatest impact of those
interactions on observable quantities were discussed. The
generalized optical theorem for scattering in a bounded en-
vironment such as a waveguide was derived, and it shows
that the boundary interactions alter the balance between scat-
tered and incident energy in comparison with scattering in an
unbounded medium. The scattering formulation presented
here is somewhat similar to that of Sammelmann and
Hackman.'® However, here it is in an operational form that is
more straightforward to use, for example, this new formula-
tion allowed for a simple and elegant derivation of the opti-
cal theorem, which provided significant insights in the phys-
ics of scattering in a bounded medium.
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To advance the present understanding of the frequency dependence of compressional wave velocity
and attenuation in marine sediments a series of well-constrained in situ acoustic transmission
experiments (16 to 100 kHz) were performed on intertidal sediments. The processing techniques
incorporated in situ spreading losses, sediment to transducer coupling and thorough error analyses.
Significant variations in velocity and attenuation were observed over scales of tens of meters within
the same sediment type. Velocity was generally nondispersive in sands, while highly variable silt
velocities prevented any meaningful dispersion estimates from being determined. The attenuation
coefficient was proportional to frequency for 75% of the experimental sites. The measured
compressional wave properties were compared to predictions from the Grain-Shearing model. For
the sandy sites, the phase velocities predicted by the Grain Shearing model exceed those measured,
while predicted phase velocities agreed with measured group velocities at specific locations for the
silty sites. For both silts and sands predicted dispersions are comparable to the intrinsic errors in
group velocity and hence undetectable. The attenuation coefficients predicted by the Grain Shearing
model adequately describe the measured attenuation coefficients, within the observed variability.

© 2006 Acoustical Society of America. [DOI: 10.1121/1.2345908]

PACS number(s): 43.30.Ma, 43.20.Hq, 43.20.Ye [RAS]

I. INTRODUCTION

A wide range of commercial and academic marine dis-
ciplines, from oil and gas surve:ying1 to marine archaeology,2
require knowledge of the geotechnical properties of the sea-
floor. The inversion of geoacoustic properties obtained
through remote refraction/reflection profiling represents a
promising approach for obtaining these in sifu geotechnical
properties for large volumes of seafloor sediment. Con-
versely, marine sonar applications require accurate predic-
tions of the geoacoustic properties of seabed sediments, in
order to enhance object detection through active sonar tech-
niques. In order to perform the inversions/predictions re-
quired for these applications, the frequency dependencies of
the more commonly used compressional wave properties
need to be determined accurately for a range of sediment
types. Although there is a long history of good work in this
field, the diversity of sediment types and the wide range of
frequencies of interest means that further measurements are
required to determine the frequency dependencies and to re-
fine theories.

In situ transmission tests offer a compromise between
laboratory and remote techniques, and therefore present a
promising manner of examining the frequency dependence
of compressional wave velocity and attenuation coefficient in
marine sediments. A highly flexible experimental geometry
allows the compressional wave properties of a well-defined
volume of sediment to be measured over a wide frequency
range. Furthermore, the sediment disturbance associated with
probe deployment can be minimized through careful consid-
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eration of the deployment techniques and experimental ge-
ometry adopted.

There are, however, other practical difficulties associ-
ated with performing such measurements that have tended to
limit the number of published in situ compressional wave
datasets available, generally to a single sediment type or a
single frequency. Although it is clear that the use of data
from a single research project, using a single acquisition de-
vice and common data processing techniques, are inherently
more directly comparable, this lack of data has promoted the
use of data compilations to incorporate wider ranges of fre-
quencies and sediment types. In order to generate data,
which allows generic frequency-dependent relationships to
be examined, it is important that the repeatability of the
acoustic signal emitted by the source is quantified, a factor
that will depend on both the coupling of the transducers to
the sediment and the electronic signal transmitted to the
source. Some processing techniques also require that correc-
tions for spreading losses are applied, and while the assump-
tion that spreading losses are the same in water and sediment
is approximately true in some cases, the use of in situ spread-
ing losses would be more relevant.

These experiments utilized a single data acquisition sys-
tem and enhanced data processing techniques to measure
both compressional wave velocity and attenuation coeffi-
cient, with corresponding intrinsic errors. The frequency
range investigated, i.e., 16 to 100 kHz, spans those used by
sub-bottom profilers and those incorporated by laboratory
techniques. The frequency dependence of these properties

© 2006 Acoustical Society of America



TABLE I. A summary of published research on velocity dispersion in marine sediments, with N denoting no
dispersion and velocities expressed in terms of the velocity of water v,,, where absolute values are not available.

A lack of published information is indicated by a dash.

Frequency Degree of
(kHz) Velocity dispersion Sediment type First author and reference
14-100 1704-1712 m's™! N In situ sand Hamilton (Ref. 5)
15-1500 1.189- v, N Reconstituted McLeroy (Ref. 6)
sand/silt/clay
0.2-4.7 1410-1740 ms™! N In situ silt Best (Ref. 7)
375-935 1560-1741 ms™! N Sand/silt/clay McCann (Ref. 8)
samples
25-100 1727-1797 ms™! 4% In situ sand Buckingham (Ref. 9)
0.125-400 1.05-v,—1.17-v, 11.4% In situ sand Williams (Ref. 10)
50-350 - 0.5% Reconstituted sand Wingham (Ref. 11)
3-200 0.93-1,-0.99- v, 4%—6% Artificial silt/clay Hampton (Ref. 12)
20-100 - 25ms! In situ sand Gorgas (Ref. 13)
1-30 1580-1720 ms™! 8.9% In situ sand Turgut (Ref. 14)
0.125-50 1580-1755 m s~ 11.1% In situ sand Stoll (Ref. 15)

were examined using empirical fits, while the validity of the
grain-shearing model®* was investigated.

Il. PRESENT UNDERSTANDING OF COMPRESSIONAL
WAVE PROPERTIES

There is still contention over the frequency dependence
of both compressional wave velocity and attenuation coeffi-
cient in marine sediments. A significant volume of literature
exists to support both nondispersives_8 and dispersive(”_15 re-
lationships (see Table I). Doubt has been expressed as to the
applicability of laboratory based studies to in situ
values®®!112 (owing to sediment disturbance), while the
large variations in velocity dispersion observed by different
studies (0.5% to 11.4%) highlights the need for a series of
experiments that examines a large range of sediment types
and frequencies in a well-constrained manner. Also, error
analyses presented in earlier pioneering works generally re-
fer to the standard deviation arising from variability. As the
field matures, it is necessary to examine instead the intrinsic
error associated with the experimental and processing tech-
niques adopted.

The frequency dependence of compressional wave at-
tenuation coefficient a (in dB m™') is typically expressed
using

a=kyf, (1)

where k, is the constant of proportionality5 and g is the ex-
ponent of frequency, f. Published measurements of compres-
sional wave attenuation coefficients in marine sediments are
presented in Table II. Though a number of researchers report
an attenuation coefficient that 1is proportional to
frequency5’6’16_20 from 40 Hz to 1.5 MHz, there is some
concern over this relationship for a number of reasons.
These are namely the deviation from unity of certain pub-
lished exponents of frequencys’”’20 or a lack of statistical
validation.'®'®!” The difficulty of reliably determining the
frequency dependence of the attenuation coefficient is
highlighted by a compilation of data from fine-grained
sediments.”! Although this presents an optimum exponent
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of 1.12, it is stated that, within 95% confidence limits, it is
impossible to distinguish between this optimum exponent
and an exponent of unity. Finally, attenuation coefficients
measured at low flrequencieszz’23 (5 to 250 Hz) are less
than those predicted by the linear extrapolation of higher
frequency data,’ hence implying that the frequency depen-
dence of attenuation coefficient may differ in this low
frequency range. Attenuation coefficients that do not vary
with frequency in a linear manner are observed by a num-
ber of authors.””'*?!**27 Alternative data compilations
observe “some evidence” for nonlinear frequency depen-
dence, with nonlinear regions occurring between 10 and
100 Hz in sands and 1 to 10 kHz in silts.”

lll. IN SITU EXPERIMENTS

A series of well-constrained in situ acoustic transmission
experiments were performed on inter-tidal sediments along
the south coast of England. These experiments utilized a new
acoustic probe system, the Sediment Probing Acoustic De-
tection Equipment (SPADE).”® The SPADE consists of a
source and a pair of matched receivers (Fig. 1) that were
deployed individually in aluminium channels. The use of a
fixed rig, which may allow the relative positions of the
probes to be more accurately defined, was declined, owing to
the associated reduction in the flexibility of the system. The
source consists of a section of piezoceramic material with a
convex emitting face. This operates in an untuned manner
over the usable frequency range of 16 to 100 kHz, while the
matched receivers possess sensitivities of —189 to —198 dB
re 1 V/uPa over this range. The waveforms selected for the
transmission experiments consisted of a series of tonal
pulses,zg’29 each possessing 10 cycles modulated by a
Blackman-Harris envelope30 with central frequencies from
16 to 100 kHz, in 2 kHz increments. Signals emitted by the
SPADE are repeatable to the sampling period of +1 us and
+3.2% in amplitude, while water tests and field trails con-
firmed that received signals accurately resemble shifted,
scaled versions of the voltage signals sent to the source
transducer.”’
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TABLE II. Summary of published research on the frequency dependence of a compressional wave attenuation
coefficient in marine sediments, including measured attenuation coefficients, exponent ¢ of frequency depen-

dence, and sediment type. A lack of published information is indicated by a dash.

Frequency Attenuation First author and
(kHz) coefficient (dB m™") Exponent ¢ Sediment type reference
3.5-100.0 0.6-74.3 0.94-1.1 In situ sand to Hamilton (Ref. 5)
clay
15-1500 - 1 Reconstituted McLeroy (Ref. 6)
silt/clay
25-100 8-60 Nonlinear In situ sand Buckingham (Ref. 9)
0.125-400 1-200 Nonlinear In situ sand Hampton (Ref. 12)
3.5-100 1.5-55 1 Compilation of Hamilton (Ref. 16)
data (sands)
4-50 0.28-3.00 1£15% In situ Mud Wood (Ref. 17)
0.04-0.09 0.59 1 In situ clayey Bennett (Ref. 18)
silt
5-50 0.30-1.86 1 In situ silty Lewis (Ref. 19)
clay
5-50 - 1.00-1.26 In situ sand McCann (Ref. 20)
0.03-500 5.6X1074-90 1.12 Compilation of Bowles (Ref. 21)
data (muds)
0.05-1.00 22X107#-9.5X 107 1.25-1.50 - Evans (Ref. 24)
20-40 0.10-2.48 0.6-3.4 Sand to clayey Shumway (Ref. 25)
silt samples
100-1000 40-150 1.3-2.0 Silt and clay Courtney (Ref. 26)
core samples
20-300 3-34 Nonlinear Glass beads Hovem (Ref. 27)
0.2-4.7 0-4 Nonlinear In situ silt Best (Ref. 7)

The present project chose to examine intertidal sedi-
ments only, as this allowed the positions and orientations of
the probes to be measured as accurately, and more easily,
than would have been possible for a similar deployment in
completely submerged sediments. This, however, introduces
the risk of encountering partially saturated sediments. Gas
bubbles can be introduced into marine sediment through a
variety of mechanisms (e.g., the anaerobic decomposition of
organic matter’') and have been observed in both intertidal
sediments®® and wholly submerged sediments.* Until 2003,
bubbles with radii less than 500 wm could not be resolved by
the present bubble sizing techniques available, namely, the
x-ray CT scanning of pressurized cores.** Therefore pub-

Height
(m)
0.4

0.3
0.2

0.1

FIG. 1. SPADE source (left) and receiver (right), both inserted in aluminium
channels to assist their deployment into the sediment.
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lished in situ acoustic measurements from “saturated” sedi-
ments have assumed full saturation.

In order to allow the attenuation coefficient of the sedi-
ment to be measured, it was essential that the beam patterns
associated with the SPADE are known. The receiver’s beam
pattern28 varies from an almost omnidirectional field at
1 kHz to a much more directional field at 100 kHz. The rela-
tively simple geometry of the transmission experiments al-
lowed estimated changes in the amplitude of the received
signal, which arise from the receiver orientations, to be in-
corporated into the intrinsic error budget (Sec. IV).

The pressure field emitted by the source was modeled
using a modified version of a technique used to predict
spreading losses for circular array transducers.”® This consid-
ered the source to be a segment of a cylinder from which
sound radiates outward, which was subdivided into a two-
dimensional (2-D) grid of elements (Fig. 2). The manipula-
tion of Eq. (10) in Borsboom et al.* results in the following
expression for the pressure at a field-point X and angular
frequency w:

Ny Ny _iwR'Iv . e_i“’Rn,m/U
P(X,0) = W(w) - dx-dy2 2 . @
n=1 m=1 277Rn,m

where W(w) is the spectrum of the selected voltage pulse; dx
and dy are the size of the elements in the x and y directions,
respectively; N| and N, are the number of integration steps in
each direction; R, ,, is the distance from source element n,m
to field point X; and R’ is the minimum distance between
point X and the transducer surface. The pressure response at
field-point X associated with a given frequency w can be

Robb et al.: Frequency-dependence of compressional wave properties



FIG. 2. Geometry used in the simulation of the pressure field emitted by the
source, denoted by the shaded area segment S,,. An example field point X is
displayed, along with the distance R from source element dS, the minimum
distance to the source R’, the parameters defining the source (r and 6) and
the coordinate system used. From Borsboom er al. (Ref. 35).

obtained from the temporal maximum of the inverse Fast-
Fourier Transform of P(X,w). The pressure field was com-
puted for the horizontal plane that intercepts the center of the
source, as the use of a common depth for source and receiv-
ers in the fieldwork performed ensured that all receiver de-
ployments lie in this plane. Deviations from this common
depth are incorporated into the error budget (Sec. IV).

The model was verified through calibration signals mea-
sured using the SPADE source and receivers in a water
tank.” Transmitted signals were detected by placing the re-
ceivers in the horizontal plane that intercepts the center of
the SPADE source. The goodness of fit between the observed
and modeled decay ranged from 0.79 and 1.00, representing
a good to excellent fit. Discrepancies between the predicted
and measured decays lay within the error limits in the ex-
perimental setup, i.e., £2° in the horizontal angle, +1° in the
vertical angle, £0.02 m in source-receiver (S-R) separation,
and +0.01 m in depth. Hence, the pressure model described
above adequately predicts the pressure emitted by the
SPADE source in nondispersive media.

Pressure fields were simulated for pulses with central
frequencies from 16 to 100 kHz (in increments of 2 kHz)
and compressional wave velocities from 1300 to 1800 m s~!
(in increments of 100 m s, i.e., the range of velocity val-
ues obtained from field data analysis. Near-to-farfield transi-
tions were computed as the distance from the center of the
source to the last axial maximum.’® These lay less than
0.43 m from the source for all compressional wave velocities
measured and all frequencies used.

The experimental procedure involved inserting the
source and a pair of receivers vertically into the sediment,
with the inclination of the probes to the vertical accurate to
+2°. The two receivers were deployed at approximately the
same S-R separation astride the perpendicular to the source
face (Fig. 3). While the experimental/processing techniques
adopted herein only require a single source and receiver, the
use of two receivers increased the quantity of data that could
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B

Source

N

FIG. 3. SPADE deployment during fieldwork, with image (a) of receivers
positioned at approximately the same S-R separation, lying on either side of
the central line marked by the measuring pole. Diagrammatic plan view (b)
displays measured perpendicular distance, D, and offsets, Y; and Y,, to
receivers, with subsequent receiver deployments indicated at positions 2 and
3. In order to clearly display the offsets, the plan view has been rescaled,
with offsets used in the fieldwork ranging from 1 to 10% of the S-R sepa-
rations used.

be collected. The center of the source and receivers were
placed at a common depth of 1 m (£0.02 m), which reduced
the possibility of interfering arrivals from seabed surface re-
flections, while allowed sediment samples to be readily ob-
tained from the sediment volume through which the acoustic
wave propagated. The receivers were positioned at approxi-
mately the same S-R separation, with S-R separations calcu-
lated from the measured perpendicular distances, D, and off-
sets, Y, and Y, [see the plan view in Fig. 3(b)]. S-R
separations varied from 1.0-8.1 m, all of which were lo-
cated in the farfield. A series of acoustics pulses were trans-
mitted, consisting of 5 shots at each central frequency from
16 to 100 kHz (in increments of 2 kHz). The receivers were
removed and redeployed at a closer S-R separation before
the same series of acoustics pulses was transmitted. The suc-
cessive use of closer S-R separations ensured that previous
deployments did not disturb sediment that later deployments
would reexamine. Tidal windows allowed the examination of
between three to seven S-R separations at each location.

In the silts, the source and receivers could be deployed
through the manual application of a vertical force to the top
of the aluminium channels. In the sands this was not possible
and hence a modified box corer (width 0.13 m and breadth
0.21 m) was used. This was initially inserted in the sediment
to a depth of 1 m and the sand within it excavated. The
probes were then inserted and, after the removal of the box
corer, the sediment refilled. This allowed the majority of
sediment through which the acoustic pulses propagates to
remain undisturbed, with the range of disturbed sediment
around each probe (<0.1 m) much less than the S-R separa-
tions examined.

To minimize the risk of encountering unsaturated sedi-
ments, sites were selected to lie in coastal regions of the
United Kingdom with relatively low tidal ranges (i.e., less
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FIG. 4. Geographical location of the intertidal sites ex-
amined, including (a) three sandy sites (Sites 1 — 3) and
(b) three silty sites (Sites 4 — 6) used in this study. Grey
regions denote land.
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than 1.5 m). Six sites were examined in total, including three
sand sites (Sites 1-3) located at the mouth of Poole Harbour
[see Fig. 4(a) and Table IIT] and three silt sites (Sites 4-6)
located in Southampton Water and the Beaulieu estuary [see
Fig. 4(b) and Table III]. At each site between two and four
specific locations were examined in order to allow any natu-
ral sediment variability to be assessed.

At each location sediment samples were collected from
a depth of 1 m and the temperature and salinity of the pore
water was recorded (see Table IV). The grain size distribu-
tion at each site was obtained from between 6 to 12 sediment
samples collected from the insonified sediment volume. In
addition, a single push core was collected from each site,
from which porosity was measured at 1 cm intervals along
the core using a multisensor core logger.37 The geotechnical
properties are presented in Table III, which quotes mean val-
ues with standard deviations. The sediments were classified
using standard sedimentological proceduressg’39 as medium
to fine sands, with porosities from 29.3%-34.5%, and coarse
to medium silts, with porosities from 63.2%-80.1%. Al-
though great care was taken to select visually uniform sites
the actual variabilities in mean grain diameter M varied from
0.07 to 0.35 ¢ for sandy sites and 0.15 to 0.30 ¢ for silty
sites. Larger scale heterogeneities, such as shells, shell frag-
ments, and pebbles with diameters from 2 mm to 10 cm,

were observed at Sites 1, 2, and 4.

IV. DATA PROCESSING TECHNIQUES

Established acoustic transmission processing techniques
were adapted to both assess the repeatability of the trans-
ducer to sediment coupling and to incorporate the sound
pressure fields directly relevant to the sediment type under
examination. In the present section we summarize these tech-
niques, with the reader referred to Robb et al.®® for a more
detailed discussion. Any deviations from assumptions used
by these processing techniques were accounted for through
the error analysis employed.

Common preprocessing steps28 were applied to both the
voltage signals sent to the source transducer and the received
signals. While the majority of received signals resembled
shifted, scaled versions of the voltage signals sent to the
source transducer with negligible distortions (Fig. 5), some
distorted waveforms were detected. These were attributed to
the presence of interfering signals, arising from scatter from
sediment heterogeneities and reflections from the sediment
surface, and were omitted from the following analysis.

The technique adopted to calculate the group velocity of
the sediment optimized data from a range of S-R separations.
Arrival times 74 were obtained from a correlation of the ana-

TABLE III. Geotechnical properties of the six intertidal sites examined, including geographical location,
sediment type, mean grain diameter M (¢), porosity n (%) and clay, sand and silts fractions (%). The ¢ scale
(Ref. 39) is defined by M(¢p)=—log,[M(mm)/M,], where M, represents a “standard” grain diameter of 1 mm.

Mean grain
diameter Porosity
Site Location Sediment type M(¢) n(%) Sand (%)  Silt (%) Clay (%)
1 N 50° 40’ 42-47°  Mod well sorted  1.58+0.35 29.3+1.0 99.8+0.3 <0.2 <0.2
W 001°56° 56-58” Bimodal
medium sand
2 N 50° 42° 23-29” Well sorted 1.84£0.15 329x25 99.0+0.3 <1.0 <1.0
W 001° 54° 29” Unimodal
medium sand
3 N 50° 41° 00-43” Well sorted 2.16+£0.07 345+1.7 99.6+0.3 <0.4 <0.4
W 001°55° 54-55” Unimodal
fine sand
4 N 50° 46’ 39” Poorly sorted 6.75+0.30 80.1x2.8 7.7+x1.5 81.0£33 10.7+3.2
W 001°23 43-45” Unimodal
medium silt
5 N 50° 52’ 34-35” Poorly sorted 6.77£0.20 60.5+2.1 7.6x45 82.0£29 9.2+35
W 001° 18 43-44” Unimodal
medium silt
6 N 50° 48’ 56” V. poorly sorted  5.31+0.15 63.2+0.9 27.5+7.0 69.7£6.5 2.8+04

W 001°18° 34” Unimodal

coarse silt
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TABLE IV. Pore water properties at sand and silt sites examined, including receiving transducers R;(f), the electronic gain of the receiv-
salinity (S), temperature (7), density, and bulk modulus. ing amplifiers R,(f), and the attenuation of the sediment in

Salinity  Temperatwre  Density  Bulk modulus nepers m~! a,(f) are all functions of frez%uency, while the
Sites 5(0/00) T (°C) (kg m™) (GPa) coupling term C is considered constant™ at each location
examined. The comparison of the received signal ampli-
tudes at a single frequency, correction for spreading losses
using simulated sound pressure fields applicable to the
sediment under examination (see Sec. IIl), and taking
natural-logarithms reduces Eq. (5) to

Sandy (1-3) 0.3-6.3 14-18 999-1003 2.26-2.29
Silty (4-6) 0.3-30.4 7-11 1000-1023 2.09-2.23

lytical received signal with the analytical voltage signal sent

to the source transducer. These arrival times are related to the In(A) =B —a.d 6
. . . 1’1( C) =D —aua, ( )
S-R separation d, the group velocity v and a constant time

lag associated with SPADE 7, through where A represents the amplitudes with spreading losses
ty=dlv+t,. (3)  accounted for and B, is a constant. Hence, at each location
_ and frequency, a weighted linear least-squares fit was to ap-
_ The group VelOFltY at each frequer.lcy was th.erefore ob-  plied to In(A,) against d, the gradient of which is equal to

tained from the reciprocal of the gradient of a linear least-  the effective attenuation coefficient a, in nepers m™'.
squares fit between arrival time and S-R separation. The total Intrinsic errors®® in attenuation coefficient were com-

error in arrival time, g, was calculated by combining the  puted by combining errors arising from the resolution of the
intrinsic timing error in the digital acquisition card (1 us)  acquisition card; the variability of the coupling parameter;
with the error introduced through the use of analytical sig-  the use of pressure fields computed at discrete velocities
nals at the correlation stage (£10 us) in quadrature.zs This only; and uncertainties in the measured gain of the receiving
allowed the standard deviation in velocity oy, which was  amplifiers. For the magnitude of the received amplitudes ob-

adopted as the relevant error, to be computed from served (5.7 mV to 10 V), the error associated with coupling
— - variability represents the dominant element. The approxi-
oy = NEINE - B, (4) P bp

mate error in each value of In(A.), A, was obtained from

where N is the number of data points to which the linear fit
is applied and the overscore notation denotes the statistical A=AJAc, (7)
mean.*® The intrinsic errors for the dataset examined ranged . . . .
from +20 to +70 m s-" in sands and +10 to 25 m s-! in where A, is the resulting error in A.. Hence, the error in the
silts. attenuation coefficient, o,, was obtained from

The technique developed to calculate attenuation coeffi-
cient incorporates both the spreading losses relevant to the
sediment under examination and the effects of variable trans-
ducer to sediment coupling in the error analysis. The re-
ceived pulse was resampled to 10 MHz and the signal am-
plitude A(f,d) assigned the value of the maximum peak-to-
peak voltage. The resulting amplitude is a function of the
following processes:

%, (8)
N(d* - d%)
where a double overline denotes a weighted mean.”’ The
resulting intrinsic errors ranged from 1 to =7 dB m™! for all
sites examined.
This approach cannot be used without first checking the
A(f.d) =Vo(f) - St(f) - G(f.d) - Ri{(f) - R.(f) - C - e—an(f)d, effect of neglecting the asymmetry of the errors in A, an
5) inherent omission arising from the use of symmetric errors in
corrected amplitudes. Such analysis of the data showed that
where spreading losses G(f,d) are a function of frequency f  the attenuation coefficients obtained using asymmetric errors
and S-R separation d. The amplitude of the voltage signal and those obtained using the approach above differ by less
transmitted to the source Vj(f), the Transmit Voltage Re- than 0.07 dB m™!, while errors in attenuation coefficient™
sponse of the source transducer S,(f), the response of the differ by less than 17.5%.
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FIG. 5. Example waveforms received
at Site 6 (Location 2) with central fre-
quencies of 80 kHz and S-R separa-
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V. EXPERIMENTAL RESULTS

The compressional wave velocities and attenuation co-
efficients are displayed in Fig. 6, for predominantly sandy
sites (Sites 1 to 3), and Fig. 7, for the predominantly silty
sites (Sites 4 to 6). In these figures, data at certain frequen-
cies and locations have been omitted, where distorted wave-
forms resulted in insufficient degrees of freedom for the ap-
plication of the linear fits (see Sec. IV).

The common frequency dependencies presented in the
literature for velocity and attenuation coefficient were tested
for their applicability to these intertidal sites. They include
the hypotheses that compressional wave velocity is indepen-
dent of frequency,16 and that both compressional wave ve-
locity and attenuation coefficient are proportional to
frequency.5 These hypotheses were tested using a weighted
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40 50 60 70 80 90 100
Frequency (kHz)

mean and a weighted linear least-square fit, respc:zctively.40
The weighted linear least-square fits are expressed as

v=vy-f+cy, )

a=ky-f+c,, (10)

where vy, and k, are the constants of proportionality, and ¢
and c, are respective values of velocity and attenuation co-
efficient corresponding to a frequency of zero. Note that Eq.
(10) is a modified version of Eq. (1), with g=1. The inclu-
sion of the term ¢, accounts for the possibility of a nonlinear
relationship between the attenuation coefficient and fre-
quency outside the frequency range examined here.

For each hypothesis, the deviation of the measured com-
pressional wave property from a weighted fit was converted
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into a confidence limit using the x* distribution.*' Confi-
dence limits greater than or equal to 95% are considered to
indicate an acceptable statistical probability that the
weighted fit accurately represents the measured values. The
results of the frequency-dependence analysis are displayed in
Fig. 6, Fig. 7 and Table V, with standard deviations quoted as
the relevant errors. As analysis did not support velocities that
were proportional to frequency for either sandy or silty sites
(standard deviations in v, were greater than v,4) results from
Eq. (9) are omitted from both Table V and the following
discussion.

Confidence limits for weighted mean velocities were
greater than 95% for seven of the nine predominantly sandy
locations. This supports the hypothesis of negligible velocity
dispersion from 16 to 100 kHz for these sandy sediments
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Frequency (kHz)

within the observed errors. For the predominantly silty sites,
confidence levels in the weighted mean were extremely low
for Sites 4 and 5, while nondispersive velocities were sup-
ported for Site 6. The velocities at Sites 4 and 5 display a
sharply oscillatory nature, particularly at lower frequencies,
which conceals any fundamental frequency-dependent trends
that may be present. Although the depth at which the probes
were deployed (1 m) and the S-R separation used (8.1 m)
introduces the possibility of interference from surface reflec-
tions for frequencies less than 60 kHz, the omission of dis-
torted waveforms from the analysis (Sec. IV) rules out this
interference as a cause of these oscillations. It is more likely
that velocities at these sites are dominated by a considerable
degree of variability. This argument is supported by the more
spatially variable nature (Sites 4 and 5 display relatively
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TABLE V. Compressional wave properties of intertidal sites, including the spread of properties at a single
frequency; and the results of the frequency-dependent statistical analysis performed (i.e. weighted mean veloc-
ity, constant of proportionality for attenuation coefficient k, and corresponding x> confidence limits).

Applicability of non

Applicability of attenuation

dispersive velocity coefficient proportional to f

Velocity spread ~ Atten. spread x> Conf. ky X Conf.
Site (ms™) (dBm™) Location mean (ms™!) (%) (dBm~'kHz™) (%)
1 130 24.4 1 1668+5 >97.5 0.51+0.02 <80.0
2 1712+6 >99.5 0.14+0.03 >99.5
3 1783+5 >99.5 0.27+0.03 >99.5
4 1760+4 <80.0 0.41+0.01 <80.0
2 128 8.7 1 1718+6 >99.5 0.29+0.04 >99.5
2 1782+4 >97.5 0.19+0.01 >97.5
3 166 18.6 1 16314 >95.0 0.52+0.02 >99.5
2 1703+6 <80.0 0.50+0.05 >99.5
3 1647+4 >99.5 0.48+0.03 >95.0
4 85 7.3 1 14401 >90.0 0.19+0.01 <80.0
2 1404x1 <80.0 0.13+0.01 <80.0
3 1455+1 <80.0 0.20+0.01 >99.5
5 109 6.2 1 1408+3 <80.0 0.13+0.04 >99.5
2 1345+3 <80.0 0.18+0.01 >99.0
6 31 3.1 1 1469+ 1 >99.0 0.10+£0.01 >99.5
2 1451+1 >99.5 0.17+0.02 >99.5

large variabilities in the mean grain diameter; see Table III)
and a more heterogeneous nature (shells were observed at
Site 4) of these sediment volumes.

The statistical analysis indicates that, from 16 to
100 kHz, attenuation coefficient is proportional to frequency
for both sandy and silty sediments, with confidence limits
greater than the threshold value of 95% for three quarters of
the locations examined (Table V). Constants of proportional-
ity k4 are greater in sands than in silts, ranging from 0.14 to
0.52 dBm~'kHz™' (with errors less than +0.05 dB m™'
kHz™") in the sands and 0.1 to 0.2 dB m~' kHz™! (with errors
less than or equal to +0.04 dB m~! kHz™") in the silts.

For comparison purposes, the velocities were converted
to velocity ratios, using pore water velocities (1425 to
1483 ms7!) computed29 from salinities and temperatures
measured at the experimental sites (Table IV). Velocity ratios
varied from 1.06 to 1.26 (x1.1 to £4.5%) at the sandy sites,
and 0.92 to 1.04 (errors less than =1.9%) at the silty sites.
While these values broadly agree with velocity ratios pub-
lished by Richardson e al.** (0.98 to 1.12 for subtidal me-
dium sands to clays), the velocity ratios for the silts extend
below those previously measured. This may be a conse-
quence of the presence of free-gas bubbles in the silts, which
may be introduced by either the intertidal nature of the sedi-
ments or the biogenic decomposition of organic material (To-
tal Organic Contents ranged from 3% to 11% in the silts).
The effect of free gas on the compressional wave velocity
depends on the relationship between the insonifying frequen-
cies and the resonant frequencies of the bubbles.*>** At fre-
quencies less than resonance, the velocities of partially satu-
rated sediments are less than those of saturated sediments,
while at frequencies greater than resonance the velocities of
partially saturated and saturated sediments are approximately
the same. Of direct relevance to this work are previous in situ
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measurements of compressional wave velocities in partially-
saturated beach s.ands,32 which recorded velocity ratios as
low as 0.09 for frequencies of 800 Hz. The much higher
velocity ratios observed in the present project indicates that
either the frequencies examined in this project (16 to
100 kHz) are approximately equal to or greater than the reso-
nance frequencies or the sediments examined in this project
possess extremely small fractions of gas bubbles.

Attenuation coefficients ranged from 2 to 52 dB m~! at
the sandy sites and 1 to 23 dB m™! at the silty sites, values
that agree with previously published results for subtidal sedi-
ments over a similar frequency range.g’21 The variability of
geoacoustic properties was examined using the maximum
range of velocities and attenuation coefficients spanned by a
single frequency (see Table V). The sandy sites possessed the
greater variability than the silty sites, particularly for an at-
tenuation coefficient. Unfortunately this could not be related
to porosity changes, owing to the collection of a single push
core from each site, while no correlation was observed with
the observed variability in the mean grain diameter.

VI. MODELING OF IN SITU COMPRESSIONAL WAVE
PROPERTIES

The measured in situ compressional wave properties
were compared to those predicted by the grain-shearing
(G-S) model.>** The G-S model** considers marine sedi-
ments to act as unconsolidated granular media and considers
a new type of dissipation arising from grain-to-grain con-
tacts, which has fundamentally different properties to the
more classical dissipation mechanisms of viscosity or Cou-
lomb friction.* This intergranular dissipation allows elastic
type behavior to arise from intergranular interactions rather
than finite frame moduli.
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In order to predict the phase speed and attenuation co-
efficient of the two waves supported (one compressional and
one shear), the G-S model requires 14 geotechnical input
parameters and frequency.4 For certain parameters, only ge-
neric site-independent values could be determined. A nomi-
nal depth of 1 m was used, while the rms grain roughness
was evaluated from porosity versus mean grain diameter re-
gression equations presented by Buckingham.4 The param-
eters describing the microscopic interactions at grain bound-
aries, namely the compressional and shear coefficients and
strain-hardening index, cannot be measured. These are typi-
cally obtained through fitting the G-S model to measured
compressional and shear properties at a known porosity,
mean grain diameter and depth (which become the reference
porosity, mean grain diameter, and depth, respectively). This
model fitting step requires the knowledge of at least three of
the four acoustic properties predicted by the theory, i.e.,
compressional and shear phase velocities and attenuation co-
efficients. As only two parameters have been measured for
the intertidal sediments under consideration, this step cannot
be undertaken. Hence the compressional and shear coeffi-
cient, strain-hardening index and reference porosity, mean
grain diameter and depth that are used in the present imple-
mentation of the G-S model are taken from previously pub-
lished implementations of the G-S model, values that can be
considered to be fixed for all siliciclastic sediments.”

For the remaining parameters, a range of input values
could be determined for each site examined and therefore the
limits of predicted velocities and attenuations could be pre-
dicted for each site. In situ measured values were used for
porosities and mean grain diameters (see Table IIT), while the
properties of the fluid, namely bulk modulus and density,
were determined from measured salinities and temperatures
using the standard equations of state* (see Table IV). The
densities and bulk moduli of the grains were obtained from
the literature,” with densities ranging from 2650 to
2750 kg m~> and bulk moduli ranging from 32 to 49 GPa.

The compressional wave properties predicted by the G-S
model are displayed in Figs. 6 and 7 for the sandy and silty
sites, respectively. For the sandy sites the phase velocities
predicted exceeded those measured. Predicted dispersions
were less than 1.7% (<35 m s™!), both of which are compa-
rable to the intrinsic errors in group velocity and are there-
fore undetectable. Measured attenuation coefficients were
adequately described, within the observed variability, by the
predicted attenuation coefficients (2.6 to 40.5 dB m™!).

It is interesting to note that the compressional wave ve-
locities predicted by Wood’s Equation47 for a suspension
agrees more closely with measured velocities than those pre-
dicted by the G-S model (for the relevant range of physical
parameters compressional wave velocities predicted by
Wood’s Equation range from 1700 to 1821 m s~! for Site 1,
1629 to 1780 m s~! for Site 2, and 1619 to 1738 m s~ for
Site 3). This indicates that the values presented for the com-
pressional and shear coefficients for subtidal sands” overpre-
dict normal and tangential stresses associated with inter-
granular sliding that are present in the intertidal sediments
examined in the present project. The difference in these
stresses between subtidal and intertidal sediments can be
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postulated to be due to the different processes that govern the
supply, deposition, and dynamics of the sediment in each
environment.

For the silty sites the predicted phase velocities
(1435-1559 m s7!) agree well with measured velocities at
Site 4 and tend to overestimate measured group velocities at
Sites 5 and 6. Dispersions are 1.1% (17 ms~'), which are
either less than or comparable to the intrinsic errors in group
velocity (<+25 ms~') and hence undetectable. Attenuation
coefficients predicted by the G-S model vary from 1.8 to
30.8 dBm™! for the frequency range examined. These
broadly agree with measured attenuation coefficients at Sites
4 and 5 and overestimate measured attenuation coefficients
at Site 6.

While the agreement between measured and predicted
attenuations implies that the loss mechanism incorporated by
the G-S theory is applicable to both sandy and silty sedi-
ments, it is interesting to consider the effects of additional
scattering losses. It is unlikely that Rayleigh scattering from
sediment grains is a significant source of energy loss, as the
smallest wavelength examined (16 mm) was much greater
than the maximum grain diameter encountered (<1 mm).
This is supported by the observation that Rayleigh scattering
is only significant for frequencies greater than 500 kHz in
sands'® with mean grain diameters of approximately 414 wm
(1.27¢), i.e., coarser than those examined within this project.
Any additional scattering losses present are more likely to
arise from larger scale scattering centers or spatial variability
in the sediment across the insonified volumes (see Sec. III).

VIl. CONCLUSIONS

In this work we focused on ascertaining the frequency
dependence of compressional wave velocity and an attenua-
tion coefficient in marine sediments over the frequency range
16 to 100 kHz. This was achieved through a series of well-
constrained in situ transmission experiments performed in
intertidal sediments. The processing techniques adopted in-
corporated in situ spreading losses, a quantitative assessment
of coupling and waveform variability, and a thorough error
analysis.

The compressional wave velocity ratios ranged from
1.06 to 1.26 (1.1 to +4.5%) at the sandy sites and 0.92 to
1.04 (<+1.9%) at the silty sites. Attenuation coefficients
ranged from 2 to 52 dBm™' at the sandy sites and 1 to
23 dB m™!, with intrinsic errors less than +7 dB m~'. A sig-
nificant variability was observed in both the velocity and
attenuation coefficient between the measurement locations,
which are separated by tens of meters in geologically ho-
mogenous sediments. This suggests that acoustic propagation
measurements made over distances on the meter-to-
decimeter scale could be difficult to translate to the average
seabed acoustic properties of a larger area. The sandy sites
possessed greater variability than the silty sites, particularly
in the case of an attenuation coefficient.

An analysis of the common frequency dependencies ob-
served in the literature indicated that, from 16 to 100 kHz,
velocity was nondispersive for the majority of the sandy lo-
cations examined. For the silty locations, the frequency de-
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pendency of velocity was more difficult to ascertain, with
nondispersive velocities only supported at Site 6. This is at-
tributed to the more spatially variable and heterogeneous na-
ture of the silty sites concealing any fundamental frequency-
dependent trends present. The attenuation coefficient was
found to be proportional to frequency from 16 to 100 kHz
for both sand and silt sediments, within confidence limits of
95%, for three-quarters of the locations examined.

The grain-shearing (G-S) model was applied as detailed
in Buckingham.4 For the sandy sites the phase velocities pre-
dicted by the G-S model exceed those measured. This indi-
cates that the stresses associated with intergranular sliding
differ between the subtidal and intertidal environment, a pos-
sible consequence of the different processes that govern the
supply, deposition, and dynamics of the sediment in each
environment. For the silty sites, the predicted phase veloci-
ties agree with measured group velocities at specific loca-
tions. For both silts and sands, predicted dispersions are
comparable to the intrinsic errors in group velocity and
hence undetectable. The attenuation coefficients predicted by
the G-S adequately describe the measured attenuation coef-
ficients, within the observed variability. Finally, it should be
noted that the validation of the geoacoustic models examined
has been considerably impaired by the variability of the mea-
sured velocities and attenuation coefficients.

ACKNOWLEDGMENTS

This work was funded by the United Kingdom Natural
Environmental Research Council (Grant No. NER/S/A/2000/
03621) and the Engineering and Physical Sciences Research
Council (Grant No. EP/D000580/1). Thanks are extended to
and those who granted permission for site access, namely
The National Trust, English Nature, Poole Borough Council,
Poole Harbour Commission, The Beaulieu Estate, George
Korab, and the management of Mercury and Universal Ma-
rinas (Hamble River, Hampshire). Thanks to Andy Harris
and James Riggs for the development of the SPADE. For
fieldwork assistance we also thank Ronan Apprioual,
Stephanie Arnott, Phil Cole, Caroline Cooil, John Davies,
Simon Dean, Martin Gutowski, and Robin Saunders.

'R. E. Sheriff and L. P. Geldart, Exploration Seismology (Cambridge Uni-
versity Press, Cambridge, 1995).

2I. M. Bull, R. Quinn, and J. K. Dix, “Reflection coefficient calculation
from marine high resolution (Chirp) data and application to an archaeo-
logical case study,” Mar. Geophys. Res., 20, 1-11 (1998).

M. I Buckingham, “Wave propagation, stress relaxation and grain-to-
grain shearing in saturated, unconsolidated marine sediments,” J. Acoust.
Soc. Am. 108, 2798-2815 (2000).

‘M. I Buckingham, “Compressional and shear wave properties of marine
sediments: Comparisons between theory and data,” J. Acoust. Soc. Am.
117, 137-152 (2005).

°E. L. Hamilton, “Compressional-wave attenuation in marine sediments,”
Geophysics 37, 620-646 (1972).

°E. G. McLeroy and A. DeLoach, “Sound speed and attenuation, from 15
to 1500 kHz, measured in natural seafloor sediments,” J. Acoust. Soc.
Am., 1148-1150 (1968).

AL Best, Q. J. Huggett, and A. J. K. Harris, “Comparison of in situ and
laboratory acoustic measurements on Lough Hyne marine sediments,” J.
Acoust. Soc. Am., 110, 695-709 (2001).

8C. McCann, “An investigation of the acoustical properties of natural ma-
terials,” Ph.D. thesis, Department of Physical Oceanography, University
College of North Wales, 1967.

2536 J. Acoust. Soc. Am., Vol. 120, No. 5, November 2006

M. I. Buckingham and M. D. Richardson, “On tone-burst measurements
of sound speed and attenuation in sandy marine sediments,” IEEE J.
Ocean. Eng. 27, 429-453 (2002).

K. L. Williams, D. P. Jackson, E. I. Thoros, D. Tang, and S. Schock,

“Comparison of sound speed and attenuation measured in a sandy sedi-

ment to predictions based on the Biot theory of porous material,” IEEE J.

Ocean. Eng. 27, 413-428 (2002).

D 7. Wingham, “The dispersion of sound in sediment,” J. Acoust. Soc.
Am. 78, 1757-1760 (1985).

L. D. Hampton, “Acoustic properties of sediments,” J. Acoust. Soc. Am.
42, 882-890 (1967).

BT Gorgas, R. H. Wilkens, S. S. Fu, L. N. Frazer, M. D. Richardson, K.
B. Briggs, and H. Lee, “In situ acoustic and laboratory ultrasonic sound
speed and attenuation measured in hererogeneous soft seabed sediments:
Eel River shelf, California,” Mar. Geol. 182, 103-119 (2002).

A, Turgut and T. Yamamoto, “Measurements of acoustic wave velocities
and attenuation in marine sediments,” J. Acoust. Soc. Am. 87, 2376-2383
(1990).

R. D. Stoll, “Velocity dispersion in water-saturated granular sediment,” J.
Acoust. Soc. Am., 111, 785-793 (2001).

'°E. L. Hamilton, “Acoustic properties of sediments,” in Acoustics and the
Ocean Bottom, edited by A. Lara-Saenz, C. Ranz-Guerra, and C. Carbo-
Fite (Cosejo Superior de Investigaciones Cientificas, Madrid, 1987), pp.
4-58.

'7A. B. Wood and D. E. Weston, “The propagation of sound in mud,” Acus-
tica 14, 156-162 (1964).

el Bennett, “In situ measurements of acoustic absorption in unconsoli-
dated sediments,” Trans., Am. Geophys. Union, 48, 144 (1967) (abstract
only).

PL. F. Lewis, “An investigation of ocean sediments using the deep ocean
sediment probe,” Ph.D. thesis, Department of Ocean Engineering, Univer-
sity of Rhodes Island, 1971.

2D, M. McCann and C. McCann, “The attenuation of compressional waves
in marine sediments,” Geophysics 34, 882-892 (1969).

2R A, Bowles, “Observations on attenuations and shear wave velocity in
fine-grained marine sediments,” J. Acoust. Soc. Am. 101, 3385-3397
(2000).

”R.D. Stoll, “Marine sediment acoustics,” J. Acoust. Soc. Am., 77, 1789—
1799 (1985).

Ba. C. Kibblewhite, “Attenuation of sound in marine sediments: A review
with emphasis on new low frequency data,” J. Acoust. Soc. Am., 86,
716-738 (1989).

*R. B. Evans and W. M. Carey, “Frequency dependence of sediment at-
tenuation in two low-frequency shallow-water acoustic experimental
datasets,” IEEE J. Ocean. Eng., 23, 439-447 (1992).

6. Shumway, “Sound speeds and absorption studies of marine sediment
by a resonance method,” Geophysics 25, 451-467 (1960).

*R. C. Courtney and L. A. Mayer, “Acoustical properties of fine-grained
sediments from Emerald Basin: Toward the inversion for physical proper-
ties using Biot-Stoll model,” J. Acoust. Soc. Am. 93, 1145-1154 (1993).

?7J. M. Hovem and G. D. Ingram, “Viscous attenuation of sound in saturated
sand,” J. Acoust. Soc. Am. 66, 1807-1812 (1979).

G. B. N. Robb, A. L Best, J. K. Dix, P. R White, T. G. Leighton, J. M.
Bull, and A. Harris, “The measurement of the in situ compressional wave
properties of marine sediments,” IEEE J. Ocean. Eng., in press.

*G. B. N. Robb, “The in situ compressional wave properties of marine
sediments,” Ph.D. thesis, University of Southampton, Southampton, 2004.

%S, G. Schock, L. R. LeBlanc, and L. A. Mayer, “Chirp sub-bottom profiler
for quantitative sediment analysis,” Geophysics 54, 445-450 (1989).

3ID. D. Rice and G. E. Claypool, “Generation, accumulation, and resource
potential of biogenic gas,” AAPG Bull. 65, 5-25 (1981).

*R. Bachrach and A. Nur, “High-resolution shallow-seismic experiments in
sand, Part 1: Water table, fluid flow and saturation,” Geophysics 63,
1225-1233 (1998).

3p, Fleischer, T. H. Orsi, M. D. Richardson, and A. L. Anderson, “Distri-
bution of free gas in marine sediments: a global overview,” Geo-Mar. Lett.
21, 103-122 (2001).

**A. H. Reed and K. B. Briggs, “Gas bubbles in marine mud-How small are
they?,” J. Acoust. Soc. Am. 114, 2318 (abstract only) (2003).

3. M. G. Borsboom, E. I. Cespedes, A. F. W. Van der Steer, C. T. Lancee,
and E. F. Deprettere, “Simulation of circular array ultrasound transducers
for intravascular applications,” J. Acoust. Soc. Am. 108, 827-835 (2000).

LE. Kinsler, A. R. Frey, A. B. Coppens, and J. V. Sanders, Fundamentals
in Acoustics (Wiley, New York, 1982).

10

Robb et al.: Frequency-dependence of compressional wave properties



A L. Best and D. G. Gunn, “Calibration of multi-sensor core logger mea-
surements for marine sediment acoustic impedance studies,” Mar. Geol.
160, 137-146 (1999).

%¥G. M. Friedman and J. E. Sanders, Principles in Sedimentology (Wiley,
New York, 1978).

M. R. Leeder, Sedimentology: Process and Product (George Allen and
Unwin, London, 1982).

“R. 1. Barlow, Statistics: A Guide to the Use of Statistical Methods in the
Physical Sciences (Wiley, Chichester, 1989).

*IC. F. Dietrich, Uncertainty, Calibration and Probability (Adam Hilger,
Bristol, 1991).

“M. D. Richardson, D. L. Lavoie, and K. B. Briggs, “Geoacoustic and
physical properties of carbonate sediments of the Lower Florida Keys,”

J. Acoust. Soc. Am., Vol. 120, No. 5, November 2006

Geo-Mar. Lett. 17, 316-324 (1997).

“A. L. Anderson and L. D. Hampton, “Acoustics of gas bearing sediments
I, Background,” J. Acoust. Soc. Am. 67, 1865-1889 (1980).

“A. L. Anderson and L. D. Hampton, “Acoustics of gas bearing sediments
II. Measurements and models,” J. Acoust. Soc. Am. 67, 1890-1903
(1980).

BM. 1. Buckingham, “Theory of acoustic attenuation, dispersion, and pulse
propagation in unconsolidated granular materials including marine sedi-
ments,” J. Acoust. Soc. Am. 102, 2579-2596 (1997).

“p. Siedler, “Properties of seawater,” in Numerical data and functional
relationships in science and technology, edited by J. Sunderman
(Springer-Verlag, Berlin, 1986), pp. 237-259.

YTA. B. Wood, A Textbook of Sound (G. Bell and Sons, London, 1941).

Robb et al.: Frequency-dependence of compressional wave properties 2537



Sound speed and attenuation measurements in unconsolidated
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As part of a recent ocean sediment acoustics experiment, a number of independent sound speed and
attenuation measurements were made in a well-characterized sandy sediment. These measurements
covered a broad frequency range and were used to test both Biot-Stoll theory and Buckingham’s
more recent grain-to-grain shearing model. While Biot theory was able to model the sound speed
well, it was unable to predict the attenuation measured above 50 kHz. This paper presents a series
of measurements made in the laboratory on a simple glass-bead sediment. One goal of these
measurements was to test the hypothesis that the attenuation measured at-sea was a result of
scattering from shells within the sediment. The laboratory sediments used were saturated with fluids
with different viscosities in order (assuming that Biot-Stoll theory is correct) to shift the dispersion
into the frequency range of the measurement system. The measured attenuation in the glass-bead
sediments exhibited the same frequency dependence as observed in the ocean experiment even
though no shells were present. The laboratory results motivated development of a sediment model
which incorporates both fluid viscosity and grain-to-grain interactions as embodied in a simple
frequency-dependent, imaginary frame modulus first suggested by Biot. © 2006 Acoustical Society

of America.
[DOI: 10.1121/1.2354030]

PACS number(s): 43.30.Ma, 43.20.Jr [AIT]

I. INTRODUCTION

In the study of sediment acoustics, there is an ongoing
debate about the nature of dispersion and attenuation in un-
consolidated, sandy sediments. Many measurements have
been made in sandy sediments, both in sifu and in the labo-
ratory, as well as in simpler unconsolidated glass-bead sedi-
ments. The results of these experiments have led to two dif-
fering conclusions. Some measurements seem to indicate
that attenuation in these sediments varies as the first power
of the frequency, f!, with little or no significant dispersion.
This view has found its most vocal support in Hamilton' and
has recently been revisited by Buckingham who argues that
this conclusion is supported by current research into the
properties of dry sand.”™ Both Hamilton and Buckingham
have argued that the sediment is best described by a vis-
coelastic model. Both of these approaches determine the rel-
evant parameters through empirical fits to the data limiting
their predictive value.” The approaches differ, however, in
that Hamilton’s approach is purely empirical while Bucking-
ham believes that the attenuation is due to friction between
the sand grains.4 Buckingham postulates that the relevant
parameters can be determined from the fluid and sand prop-
erties although it is not clear at this point in the theory’s
development how this would be done.

Due to the porous nature of the sediment, some re-
searchers theorize that the relative motion of the pore fluid
and the sediment frame should lead to viscous damping of
the acoustic wave. Biot theory provides a successful descrip-
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tion of sound propagation through porous materials®’ and
has thus been applied to modeling sand sediments. The at-
tenuation predicted by Biot theory, however, varies as f> at
low frequencies and f'/? at high frequencies which contra-
dicts some of the measurements in sandy sediments. The
sound speed is also predicted to exhibit significant dispersion
in the frequency range where the transition between these
two limiting attenuations takes place. Some researchers,
most notably Stoll,8 note that there are deviations from the fl
frequency dependence in many measurements as well as evi-
dence of dispersion indicating that viscous losses due to the
motion of the pore fluid may be important. Indeed, many
measurements have been successfully modeled with Biot
theory by assuming complex frame moduli to account for
frictional losses at the grain contacts. This modified theory
has come to be known as Biot-Stoll theory.9 Biot theory has
an advantage over the viscoelastic models of Hamilton and
Buckingham in that the relevant parameters in the theory can
in principle be measured, although not without some effort.
Biot-Stoll theory remains empirically driven, however, in
that the complex frame moduli are generally determined
from a best fit to the data.

With the number of measurements available, it might
seem strange that a consensus has not been reached on the
proper description of sound propagation in sediments. The
problem lies not with a lack of experimental effort but rather
in the difficulties inherent in performing these measure-
ments. Usually it is not possible to make sound speed and
attenuation measurements over a frequency range broad
enough to observe the dispersion predicted by Biot-Stoll
theory nor is it usually possible to fully characterize the sedi-
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FIG. 1. (a) Sound speed and (b) attenuation measured during SAX99. De-
tails of these measurements can be found in Ref. 12. Also shown are the
sound speed and attenuation predictions for Biot theory (solid line) and the
Buckingham model (dashed line) using the parameters given in Table L.

ment. Realizing the importance of overcoming these difficul-
ties, a number of researchers, utilizing different measurement
techniques, came together to determine both the sound speed
and attenuation in the sediment at a single site during a re-
cent high-frequency sediment acoustics experiment
(SAX99)."™" Extensive efforts were made to determine the
properties of the sediment and several researchers measured
the sound speed in the sediment over a frequency range of
125 Hz—400 kHz and attenuation over a frequency range of
2.6—400 kHz. Details of these measurements can be found in
Ref. 12.

Despite the broad range of frequencies and careful mea-
surement of the sediment properties, the results of the
SAX99 experiments have not been successful in resolving
the sediment acoustics debate. Both Biot-Stoll theory and
Buckingham’s model have been applied to the data and both
have their respective strengths and weaknesses as shown in
Fig. 1. Biot-Stoll theory captures the dispersion in the sound
speed across most of the frequencies with the exception of
the two lowest frequency measurements. The measured at-
tenuation deviates, however, from that predicted by Biot-
Stoll theory at the highest frequencies and appears to follow
the f' frequency dependence observed previously. Conse-
quently, Buckingham’s model fits the attenuation well at
these high frequencies with only a slight deviation at the
lower frequency measurements. His theory is not as success-
ful in modeling the sound speed as it predicts a curvature in
the dispersion that is opposite that of the measured values
and only fits the data over a limited frequency range.
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As Williams et al." points out, these results are one of
four separate measurements that indicate that the sound
speed in sand sediments at low frequencies is lower than at
high frequencies. This is consistent with the predictions of
Biot and the authors speculate that the deviation in attenua-
tion at high frequencies may be due to scattering within the
sediment from either volume inhomogeneities or shell and
shell fragments. In order to test this hypothesis, a series of
laboratory measurements were made in simple glass-bead
sediments. The measurements were performed using one of
the systems which was used during SAX99 to measure sound
speed and attenuation over the 100-260 kHz frequency
range. Although this range was extended down to 60 kHz for
the laboratory experiments, it is still not low enough to ob-
serve significant dispersion for glass beads saturated with
water. To overcome this limitation, a second glass-bead sedi-
ment was saturated with silicone oil, which has a viscosity of
approximately 0.1 Pas. Biot theory predicts that by increas-
ing the viscosity, the region of significant dispersion should
shift upward in frequency and hence should be observable
with the measurement system. Biot theory also predicts that
attenuation scales with viscosity. Details of the sediments as
well as the measurement system are discussed in Sec. II. This
experiment is similar to the measurements made by Seifert et
al.”® Tn those measurements, several different fluids were
used to vary the viscosity of the pore fluid from
0.001 to 1 Pas. However, they observed an f2 frequency de-
pendence in the attenuation whereas the measurements pre-
sented here show an f' dependence over a similar range of
frequencies. For the measurements in a silicone oil saturated
sediment, significant dispersion is observed in the current
experiments. These results are similar to those of SAX99 in
that the attenuation deviates from Biot theory over the same
frequency range while the sound speed is well described by
Biot theory. The measurement results and model compari-
sons are shown in Sec. III. These results do not support the
scattering hypothesis for the SAX99 results. While Biot does
not capture all aspects of the data, a model which combines
the effects of viscosity (Biot theory) with frame losses (per-
haps attributable to grain-to-grain shearing4 or squirt flow'?)
is able to describe all three data sets. This model is devel-
oped in Sec. IV while the implications of the data-model
comparisons using this hybrid model are discussed in Sec. V.

Il. EXPERIMENTAL PROCEDURE

The system used to make the laboratory sound speed and
attenuation measurements was previously used during at-sea
experiments.]o’12 This diver-deployed system is able to make
sound speed measurements in the 100—200 kHz frequency
range and attenuation measurements in the 100-260 kHz
frequency range. The system consists of four ITC 6148 trans-
ducers (two receivers and two transmitters) which allow
measurements to be made over four separate paths. During
the experiment the path lengths were from 22 to 44 cm and
the transducers were inserted into the sediment to a depth of
10 cm. Because this system was designed to be diver-
deployed, it was relatively compact and thus easy to use for
laboratory based measurements.
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TABLE I. Parameters used in calculating the effective density fluid model and Buckingham model results. The
hybrid model results were also calculated using these parameters except for the material exponent and rigidity

coefficient.
Value

Parameter SAX99 Water/beads Si100/beads
Bulk modulus of grains or glass beads (K,) 32X 10" Pa 7.0X 10" Pa 7.0X10'0 Pa
Mass density of grains or glass beads (p,) 2690 kg/m? 2500 kg/m?3 2500 kg/m?
Bulk modulus of pore fluid (K,) 2.395 % 10° Pa 2.23%10° Pa 9.68 X 10% Pa
Mass density of pore fluid (py) 1023 kg/m? 1000 kg/m? 968 kg/m?
Sound speed pore fluid (c)) 1530 m/s 1493 m/s 1000 m/s
Viscosity of pore fluid (v) 0.001 05 kg/m s 0.001 kg/ms 0.098 kg/m s
Porosity (B) 0.385 0.384 0.36
Permeability () 2.5% 107! m? 1.1X 10710 m? 8.43x 107" m?
Tortuosity () 1.35 1.45 1.47
Material exponent (n=m) 0.0901 0.0467 0.3902
Ragidity coefficient (y;=yp+(4/3)7vs) 2.6823 X 10% Pa 3.871x 108 1.472X 10° Pa

The sediments in the laboratory measurements were
composed of well-sorted glass-beads which had diameters in
the range of 0.43-0.30 mm and a minimum roundness of
90%, according to the manufacturer’s specifications. Two
fluids were used to saturate the glass beads: water and a
silicone oil with a viscosity of 0.098+0.0048 Pa s as deter-
mined by the manufacturer. Biot theory predicts that by in-
creasing the viscosity of the pore fluid, the dispersion in the
sound speed should shift to higher frequencies.7 By shifting
the dispersion up in frequency, it should be observable in the
frequency range of the attenuation array. It should also pro-
vide a second test of Biot theory in that the attenuation
should scale with the viscosity of the pore fluid. In the mea-
surements of Seifert et al. this scaling was not observed lead-
ing them to the reject Biot’s porous medium description of
the unconsolidated sand sediment."?

In order to ensure that bubbles would not be present in
the sediments, a vacuum was applied to the fluid before the
sediment was added and allowed to degas over several days.
In order to withstand the vacuum, two stainless steel oil
drums were chosen as tanks for the sediments. These drums
had an inner diameter of 54.6 cm and a depth of 83.5 cm.
The glass beads were added to the degassed fluids in 10 cm
layers and the glass bead/fluid combination was degassed
and then stirred after each layer was added. Over the course
of the experiments, the sediments were stirred and a vacuum
was applied to the tanks periodically to remove any bubbles
that may have formed. The glass-bead/water sediment had a
depth of 37 cm with a water layer above it that was 36 cm
thick. The glass-bead/silicone oil sediment had a depth of
23 cm with a 22-cm-thick layer of silicone oil above it.

The properties of each sediment, including that of
SAX99, are given in Table I. The properties of the SAX99
sediment were measured using a number of different meth-
ods the details of which are given in Ref. 12. The bulk modu-
lus and density of the glass beads were provided by the
manufacturer, Potters Industries Inc., and are consistent with
reported values of glass found in the literature. The bulk
modulus of the water was determined from the average
sound speed measurement in the water. The density and vis-
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cosity of the silicone oil was provided by the manufacturer,
Silchem, and the bulk modulus of the oil was determined
from its measured sound speed.

The remaining properties important for the application
of Biot theory and which are often difficult to measure in
sand sediments are the porosity, B, permeability, x, and the
tortuosity, a. The porosity of the glass-bead/water sediment
was determined by taking samples of the sediment with a
known volume and measuring the density before and after
removing the water by drying the sample in an oven. The
value of 0.384 is reasonably close to the random close pack-
ing limit for identical spheres. The same procedure could not
be applied to the silicone oil sediment because the vapor
pressure of the oil is much higher than that of water and a
sample of the sediment could not be dried. The random close
packed limit of 0.36 was assumed here instead. It may seem
reasonable to assume that the porosity should be the same in
both cases, but this assumption was rejected because the
macroscopic properties of the sediments were found to be
significantly different. The silicone oil sediment was found to
heal much faster than the water sediment when stirred or
when transducers were inserted and removed from the sedi-
ment. Also, during degassing, bubbles were able to move out
from the interior of the silicone oil sediment much faster and
easier than from the water saturated sediment. It is hypoth-
esized that this is due to the higher viscosity of the silicone
oil which allows the beads to slide relative to one another
during settling with less friction due to hydrodynamic
lubrication."® It seems more likely that the beads are able to
reach a denser ground state in silicone oil than they would in
water. (Note: if we assume that the porosity of the silicone
oil/glass bead mixture was equal to that of the water/glass
bead mixture, the dispersion predicted by Biot theory would
still shift to the same frequencies, while the mean sound
speed would be lower. This dependence of the mean sound
speed on the porosity can be seen in the sensitivity analysis
shown in Fig. 1 of Ref. 12. The conclusions drawn from the
data/model comparisons in Sec. III therefore remain un-
changed.)
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The hydraulic permeability was calculated using the

Kozeny-Carmen relation, 16
3 0
d
=B (1)
180(1 - B)

where d is the average diameter of the glass beads. This
relationship was tested for the water/glass-bead sediment us-
ing a constant head permeameter and the value calculated
using the Kozeny-Carmen relation was found to fall within
the error of the measurement. A measurement of the tortuos-
ity is notoriously difficult to make for unconsolidated sedi-
ment and as a result an expression derived by Berryman for
a collection of spheres was used.'” The expression,

2

a=m, ()

relates the tortuosity to the porosity and gives a lower value
than the expression that was used previously by Berryman to
describe sintered glass-bead packs.18 As Berryman shows in
Table 1 of Ref. 17, the expression given in Eq. (2) fits the
analytical values for ordered unconsolidated glass-bead
packs whereas the previous expression is a better fit to sin-
tered glass-bead packs. As a result, Eq. (2) is used for the
tortuosities of the glass-bead sediments. The permeability
and tortuousity were measured for the SAX99 sediment and
the values used for the data/model comparisons were chosen
such that they provided the best fit to the sound speed data
while still falling within the uncertainty for the
measurement.'” The use of these values for the SAX99 sedi-
ment as opposed to results of Egs. (1) and (2), reflects the
availablity of measurements of the material parameters of
SAX99 sediment and the fact that the above mentioned equa-
tions are only applicable to collections of spheres.

Because the diameter of the tanks were smaller than the
original attenuation array, the array was reconfigured for use
in the tanks. The new arrangement maintained the original
electronics and transducer mounts, while repositioning the
transducers such that they sat at the corners of a rectangle.
For each transmitter, one receiver was mounted close to pro-
vide a short path length, while the second transducer was
mounted further away to provide a longer path length. The
sound speed was determined using the difference in phases
between a pulse received at two different transducers.'” As a
result, the difference in path lengths, AP, is the important
distance for this measurement. For the water/glass-bead sedi-
ment AP;=25.99 cm and AP,=25.95 cm while for the sili-
cone oil/glass-bead sediment AP;=14.39 cm and AP,
=14.97 cm. The reduction in path length for the silicone oil
was necessary in order to overcome the signal loss due to the
increased attenuation. The attenuation was determined from
the spectral amplitudes using the method described in Ref.
19. This technique also depends on the difference in the two
path lengths. The sound speed and attenuation measurements
for both sediments were performed using the original attenu-
ation array over a frequency range of 80-260 kHz. How-
ever, due to the large attenuation, measurements above
200 kHz could not be made in the silicone oil saturated sedi-
ment.
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For each measurement, the transducers were first placed
in the overlying fluid layer and the sound speed and spectral
amplitude of the pulse in the fluid were measured. The trans-
ducers were then inserted into the sediment. The depth of the
tranducers in the water/glass-bead sediment was 10 cm while
in the silicone oil/glass-bead sediment it was 11.4 cm. The
tank was then shaken by hand for approximately 2 min then
allowed to sit for 4—6 h to allow the sediment to settle. The
sound speed and spectral amplitude were then measured and
after the transducers were removed from the sediment, the
sound speed and spectral amplitudes in the fluid were again
measured. Once the transducers were removed from the tank,
the sediment was again shaken and allowed to settle over-
night.

In order to extend the lower limit of the frequency range
of the array, a Reson TC4040 was introduced which was able
to operate in the 60—100 kHz range. The difference in path
length for the new array was AP;=7.82 cm in water and
AP;=4.53 cm in silicone oil. Unfortunately, there was an
unresolved problem with the phase of the output pulse of the
new array which produced an offset in the measured sound
speed. Consequently these phase speed measurements were
discarded. The attenuation measurements were unaffected by
this problem and are presented here.

lll. RESULTS AND MODEL-DATA COMPARISONS

The sound speed ratio and attenuation measured in each
sediment are presented in Fig. 2. Each data point is the mean
of measurements of approximately 20 realizations of each
sediment, where a realization represents a complete cycle of
the shaking procedure discussed earlier. The error bars on
each data point reflect the uncertainties in the path lengths as
well the distribution of the measured values. As predicted by
Biot theory, the sound speed in the silicone oil/glass-bead
sediment exhibits greater dispersion than the water/glass-
bead sediment. However, contrary to Biot theory, both media
show a frequency dependence for the attenuation that is
greater than 12, A linear fit to the attenuation shows that the
attenuation follows an f1%% dependence for the water/glass-
bead sediment and an 1% dependence for the silicone oil/
glass-bead sediment.

Note that in Fig. 2(a), the size of the data circles repre-
sent the uncertainty associated with the precision of the mea-
surements (without the uncertainty in the position of the
transducers). This indicates that there is a peak in the sound
speed centered at 160 kHz. This apparent curvature is most
likely a consequence of errors due to the response of the
transducers at the edges of the operational frequency range
of the attenuation array and not a property of the medium.

In order to test Biot theory against these data, it is nec-
essary to know certain material parameters in order to deter-
mine the sound speed and attenuation. A majority of these
parameters are discussed in the previous section and are
given in Table I, but there are two notable exceptions. For
both glass-bead sediments, the frame bulk modulus, K,,, and
the shear modulus, w;,, are unknown. Williams has shown
that in most sand sediments, because the bulk and shear
frame moduli are much smaller than the other moduli, they
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FIG. 2. Sound speed measurements
made in a glass-bead sediment satu-
rated with (a) water and (b) silicone
oil. Attenuation measurements made
in a glass-bead sediment saturated
with (c¢) water and (d) silicone oil.
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can be neglected with only minor errors (0.5%) in the high
frequency sound speed and attenuation.”’ Taking the K,
=u,=0 limit of Biot theory yields the effective density fluid
model (EDFM) which gives the complex wave number for
the compressional wave. The EDFM along with the fluid,
solid, and sediment properties in Table I yield the solid lines
in Fig. 2. In both sediments, the EDFM captures the mea-
sured sound speed values but does not capture the high fre-
quency behavior of the attenuation. Although the EDFM
does not capture the details of the attenuation, it does predict
an increase in attenuation between the water and silicone oil
sediments due to the increase in viscosity that is on the same
order as the increase in the measured attenuation. Conse-
quently, both the frequency scaling and frequency depen-
dence contradict what was measured by Seifert et al."* Note
that in the experiments by Seifert et al, the sediment
samples were compressed in a triaxial cell while in the cur-
rent measurements the sediment was allowed to settle under
gravity. This compaction could potentially influence the
acoustical behavior of the medium and lead to attenuation
values different from those observed in the present study.
While the results presented here contradict the results of the
experiments by Seifert, the current results are consistent with
those of Costley and Bedford.?! In their work, they varied the
viscosity from 0.001 to 0.003 Pa s and found that the attenu-
ation at 105 kHz followed the predictions of Biot theory over
this range. In those experiments, the measurements were per-
formed in a tank, similar to the work presented here, as op-
posed to the traxial cell used by Seifert.

The compressional wave number in the grain-to-grain
shearing model of Buckingham can be expressed as’
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where w is the radial frequency, p=(1-8)p;+Bpy is the av-
erage density of the sediment, H=(8/K+(1-p)/ K,)!is the
bulk modulus of the sediment evaluated from Wood’s equa-
tion, yr=17,+4/37, is the rigidity coefficient, and n is the
material exponent. Note that the rigidity coefficient is a com-
bination of Buckingham’s compressional and shear rigidity
coefficients. Since a shear wave measurement was not made
and cannot be used to determine the values of n and v, the
rigidity coefficients can be combined into a single constant
which must be fit to the data along with the material expo-
nent. Note that the assumption of n=m made in Bucking-
ham’s derivation has also been made here.

The sound speed and attenuation given by Bucking-
ham’s model are shown as the dashed lines in Fig. 2 and the
values of y; and n are given in Table I. For the water/glass-
bead sediment, the values of these parameters are the same
order of magnitude as those determined for the SAX99 data.
For the silicone oil sediment, n is an order of magnitude
larger while vy is two orders of magnitude smaller. It may be
that the large viscosity of the silicone oil brings into doubt
the approximation made in Egs. (58) and (59) in Ref. 4,
which stems from the assumption that viscous effects at the
grain contacts are negligible. If these approximations are not
made, the number of unknowns increases to three (this again
assumes that the shear and compressional values are the
same), the determination of which is beyond the scope of this

paper.
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IV. COMBINING FLUID VISCOSITY AND FRAME LOSS
EFFECTS

The success of Biot theory in predicting (a) the fre-
quency dependence of the dispersion and (b) the scaling of
the attenuation with viscosity indicates that the relative mo-
tion of the pore fluid and the sediment frame plays a signifi-
cant role in sound propagation through fluid-saturated granu-
lar materials. Any theory of sound propagation should
therefore account for this interaction. The failure of Biot
theory to account for the frequency dependence of the at-
tenuation suggests that a second loss mechanism is present.
Although Buckingham’s model was able to fit the attenuation
data, the model does not have any predictive ability at this
point in its development. However, it does suggest that grain-
to-grain interactions may be the second mechanism that is
missing from the Biot description of the media. As a starting
point, a model is developed here that combines two attenua-
tion mechanisms: viscous flow and grain-to-grain shearing.
Buckingham, in his model derivation, examines the need to
account for viscous flow losses and concludes that they are
negligible compared to grain friction losses. This combined
model is again addressed here, but instead of assuming a
simple wave propagation model, the grain-to-grain shearing
losses are incorporated directly into Biot theory.

In Ref. 4, Buckingham derives expressions for the mean
stress in a unit volume of granular material due to a large
number of grain-to-grain contacts. The stress associated with
radial sliding due to grains being compressed normal to one
another is

dv (1)
Z

(D) =\ (1) ® (4)

and associated with translational sliding due to shearing at
the grain contacts is

sz(t) = ﬂsh;y(t) ® dl;;(t)’ (5)
Z

where A, and 7, are constants which contain information
about the microsliding events, ,, ((¢) are the material impulse
response functions (MIRFs) for radial and translational
shearing, and the symbol ® denotes a temporal convolution
(for a detailed discussion of radial and translational sliding
see Ref. 4).

Instead of considering the grains and fluid as a single
composite medium as in Ref. 4, the grains and fluid will be
treated as separate constituents as in Biot theory. Although
the grains are not locked together to form a matrix as in Biot
theory, the grain-to-grain interactions give rise to a viscoelas-
tic matrix through the “pores” of which the fluid is allowed
to move. The elastic constants of this matrix can be deter-
mined by considering the components of the strain tensor
and how they relate to the stresses given by Egs. (4) and (5).
Consider first the shear strain in the frame matrix,
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This strain will produce a shear stress within the matrix due
to the translational sliding of the grains against on another.
From Eq. (5), the shear stress is

0ij= nhy(t) ® {dg_;(/t) ’ d—l‘;%}’ ’

where v;=u;. Assuming that the disturbance in the matrix has
a harmonic time dependence, ¢, then Eq. (7) becomes

0= 2#1;(60) €j, (8)
where
(@) = — iwn,H,(io) )

and H:(i w) is the complex conjugate of the temporal Fourier
transform of h(z).

For the second elastic modulus of the granular matrix,
consider the response of a unit cube of the matrix to a uni-
form pressure. This pressure gives rise to a change in the
volume of the cube equal to e=V-u and will also produce
radial sliding at the grain contacts due to the compression of
the grains. Using Eq. (4), the stress-strain relation in this
situation becomes

o=\, V - [h(0) ® V1. (10)

Once again assuming a harmonic compression, the stress-
strain relation becomes

o=K,(w)e, (11)
where
Ky(w) = io\ H (i) (12)

and H;(i w) is the complex conjugate of the temporal Fourier
transform of hp(t). The dynamic elastic moduli of the matrix
are therefore the grain-to-grain shear modulus, u,(w), and
the grain-to-grain bulk modulus, K,(w).

The temporal Fourier transforms of the MIRFS in Egs.
(9) and (12) are given approximately by”

s I'(1-m)
Hyliw) = 2 (13)
and
Hp(lw) = W, (14)

where I' is the complement of the incomplete gamma func-
tion, m,n are the material exponents, and t,, are the stress
relaxation time constants. The approximations are valid as-
suming that wt,,<1. With these expressions, the elastic
moduli can be written as

p(@) = y,(— i)™ (15)
and
Kp(w) = y,(-ioT)", (16)

where the shear and compressional rigidity coefficients are
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The time constant 7 has been introduced to keep terms raised
to the fractional powers n and m dimensionless. The expres-
sions are independent of 7" and hence it is taken to be T
=1 s. These expressions for the frame moduli can be used in
Biot’s equations. A detailed discussion of Biot’s equations
can be found in Ref. 9 while a concise presentation is found
in Egs. (1)—(8) of Ref. 12.

The form of the expressions for the moduli given by
Egs. (15) and (16) are not new and were first suggested by
Biot in the development of a phenomenological approach to
solid dissipation in porous medium®’ and later explored in
detail, outside the context of Biot theory, by Kjartansson.22
Kjartansson was motivated by early measurements on ab-
sorption of sound in rocks which found that the energy lost
per cycle or wavelength, Q, was independent of the fre-
quency. To account for this, he proposed a model for the
elastic moduli which has essentially the same form as Eqs.
(15) and (16). For the shear modulus, and likewise for the
bulk modulus, the phase angle between the stress and the
strain can be determined by rewriting the modulus as

(@) = v oT|™ exp(— imTW sgn(w)). (19)

The Q is directly related to this phase angle and from this
expression for the shear modulus,

é = tan(?) . (20)

Because of this property, the model is often referred to as the
constant Q (CQ) model.

Kjartansson showed that this model could be expressed
as an infinite set of viscoelastic Zener elements.”” As a con-
sequence of this construction, the CQ model is causal. Buck-
ingham has also shown this directly in the development of
his model.” The introduction of CQ frame moduli into Biot
theory was investigated by Turgut,23 who numerically inte-
grated the Kramers-Kronig relations and also found that this
viscoelastic Biot theory was causal. The models proposed by
Biot and Kjartansson and explored by Turgut were all phe-
nomenological and did not make any assumptions about the
physics behind the model.

To examine the properties of the hybrid model [the Biot
model incorporating frame loss via Egs. (15) and (16)], it is
easiest to look first at the behavior of the shear wave. In the
hybrid model, the shear wave number becomes

(s)
12 = et 21)
’ (@)

where
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i F(w
o1 = B)p, + Bla— Dpy+ LET)
P(S) =p, PrK® (22)
et iB7F(w)
Pf(a -p)+ —Ka)

and w,, is the viscoelastic shear modulus given by Eq. (15).
For a detailed derivation of this expression see p. 19 of Ref.
9. All of the constants in pgc can be measured directly.
Following Buckingham, the material exponent, m, and the
rigidity coefficient, y,, can be evaluated given a measure-
ment of the shear speed and attenuation at a single fre-
quency. Writing the shear modulus as

V(= iwT)" = y(wT)"(cos(mm/2) — i sin(mm/2)), (23)

the material exponent can then be found from

2 Im(plyk?
m=— “(—(pf.fi 2. (24)
T Re(pailks)
and the rigidity coefficient is then
2 (s)
W Pefr
=, 25
” (—ioT)"k’ 25)

where k,=w/c—ia;, c, is the shear wave speed, and «; is the
attenuation. During SAX99, the shear wave speed and at-
tenuation were measured'' at 1 kHz and were c,=120 m/s
with a range of 97-147 m/s and «,=30 dB/m with a
range of 21-40 dB/m. Using these values, the material
exponent, m, has a best fit of 0.0506 to the mean sound
speed and attenuation. The rigidity coefficient has a best
fit of 1.82X 107 Pa to the mean values of the sound speed
and attenuation.

The shear speed and attenuation are shown as the solid
lines in Fig. 3. Also shown in this figure are the predictions
of the Buckingham model and the predictions of Biot theory
with a complex shear modulus with no frequency depen-
dence. For this complex shear modulus, the best fit to the
mean values of the sound speed and attenuation is 2.83
X 107-i2.25 X 10° Pa.

In Ref. 2, Buckingham attempts to address the question
of whether it is necessary to account for viscous losses due to
global or local motion of the pore fluid when modeling
sound propagation in marine sediments. In order to do this,
he introduces viscous loss terms into the equation of motion
for the saturated sediment. The solution to the resulting wave
equation indicates a frequency dependence for both the
sound speed and attenuation from which he is able to draw
two conclusions. In his combined model, the intergranular
friction appears to dominate at lower frequencies while the
pore fluid viscosity dominates at high frequencies. Also, the
sound speed varies with frequency as f!’? in the high fre-
quency regime where the pore fluid viscosity dominates.

The asymptotics of Eq. (21) indicate that in both high
and low frequency limits, the intergranular friction is the
dominant loss mechanism, while from Fig. 3 both mecha-
nisms play important roles in the midfrequency range. This is
similar to the results of Biot-Stoll theory. Brunson has shown
that Biot theory with complex shear moduli is able to ac-
count for details of the measured attenuation, specifically the
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FIG. 3. (a) Shear wave speed and (b) attenuation. The data point at 1 kHz is
a shear wave measurement made during SAX99 by Richardson (Ref. 11).
The shear wave speed and attenuation predicted by Biot theory (dashed
line), the Buckingham model (dot-dashed line), and the hybrid model (solid
line). Each of these models was fit to the data point.

“knee” in Fig. 6 of Ref. 24 that a linear fit would miss. (See
also Fig. 1 of Ref. 3 for further deviations from the f! de-
pendence for shear attenuation.) From the similarities in the
behavior of the hybrid model and Biot-Stoll theory in Fig. 3
it seems that the hybrid model would also be able to capture
these details in the attenuation. A true test, as seen in Fig.
3(a), would be a measurement of the shear speed across a
large frequency range, however this measurement may be
prohibitively difficult in sandy sediments.

In Buckingham’s model, the grain-to-grain friction is
due to a number of random micro-asperity sliding events,
each one of which is assumed to be identical regardless of
whether the grain-to-grain motion is radial or compressional.
Since the material exponents characterize these individual
events, it is reasonable to assume that they have the same
values. Buckingham presents limited evidence in the form of
data-model comparisons that support this conclusion for his
model. However, assuming that n=m in the hybrid model
does not yield a curve which will fit the at-sea or laboratory
attenuation. In fact, the resulting attenuation is nearly indis-
tinguishable from the Biot-Stoll result. This suggests that m
and n may not be equal. For the remainder of this analysis
we will relax this constraint and allow n to be a free param-
eter. Using the values for the shear rigidity coefficient and
the corresponding material exponent, the remaining coeffi-
cient and exponent can be determined for the compressional
wave through a best fit to the sound speed and attenuation
data. The data-model comparisons presented here support the
conclusion that n and m are not equal.

The compressional sound speed and attenuation pre-
dicted by the hybrid model for the SAX99 sediment are pre-
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sented in Figs. 4(a) and 4(d). Both n and y, were determined
from a best fit to the data and were found to be n=1.088 and
¥,=41.96 Pa. This hybrid model succeeds in combining the
effects of fluid viscosity and frame loss and follows the data
better than either the Biot or Buckingham model individu-
ally. The model also contradicts Buckingham’s conclusions
about the importance of losses due to viscous flow for the
compressional wave. Whereas he concludes that viscous loss
is the dominant mechanism at high frequencies, the hybrid
model predicts that viscous loss dominates in the midfre-
quencies while granular friction is the dominant mechanism
at high and low frequencies. This is similar to the asymptot-
ics of the shear wave where granular friction also dominates
at both the high and low frequencies. Since the frequency
dependence of the frame bulk modulus is nearly linear, for
low frequencies granular friction will dominate the attenua-
tion since the attenuation due to viscous flow goes as f2.
Also, since Biot theory gives an f'> dependence at high fre-
quencies, granular friction will again dominate asymptoti-
cally.

In order to compare the hybrid model to the data from
the glass-bead sediments, four variables need to be deter-
mined: n, m, Vps and vy,. Unlike the at-sea data there are no
shear wave measurements to use to determine the shear ri-
gidity coefficient and exponent. The results for the at-sea
data, however, suggest that the shear modulus may be negli-
gible compared to the other moduli. Setting u,=0 for the
hybrid model yields both sound speed and attenuation pre-
dictions that are nearly indistinguishable from the EDFM
predictions. Consequently, for the glass-bead sediments, the
shear rigidity coefficient is taken as y,=0. The predictions of
the hybrid model are shown in Figs. 4(b) and 4(e) for the
water and glass-bead sediment and in Figs. 4(c) and 4(f) for
the silicone oil and glass-bead sediments.

For water and glass beads, the grain-to-grain shearing
parameters were determined to be n=0915 and v,
=182.94 Pa. For the silicone oil and glass beads, the grain-
to-grain shearing parameters were determined to be n
=1.059 and vy,=57.89 Pa. The hybrid model captures the
data very well in both cases and with values for the grain-
to-grain parameters that are consistent with the at-sea sedi-
ment. This differs from the Buckingham model for which the
material exponent increases by a factor of 10 relative to the
water/glass-bead sediment. This change in the material expo-
nent indicates that for the Buckingham model the increase in
attenuation and dispersion must be due to a decrease in the
strain-hardening at the micro-asperities even though the vis-
cosity of the pore fluid was increased by a factor of 100. In
the hybrid model, the increase in attenuation is due to the
increase in the viscosity of the pore fluid, while the attenua-
tion due to the grain-to-grain friction is nearly identical to
that observed in the previous glass-bead sediment and in the
SAX99 sediment.

Not only are the grain-to-grain shearing parameters
similar in all three sediments, but the material exponent is
very nearly equal to one, as can be seen in Table II. This
suggests that the hybrid model with n=1 may yield predic-
tions that compare favorably to the data. The results of the
hybrid model with n=1 and 7y, taken as the free parameter
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FIG. 4. (a)-(c) Sound speed and (d)—(f) attenuation predictions using the hybrid model for the sediment at SAX99, the water and glass-bead sediment, and
the silicone oil and glass-bead sediment. The grain-to-grain shearing parameters in the hybrid model were determined in two ways. For the solid line, the
values of both the compressional rigidity coefficient, y,, and the material exponent, n, which gave the best fit to both the sound speed and attenuation data
were found. For the dashed line, the material exponent was set to n=1 while the value of y, was determined from the best fit.

are shown as the dashed lines in Fig. 4. For the attenuation,
the two curves are practically indistinguishable while for the
sound speeds the deviation is most pronounced at high fre-
quencies where the grain-to-grain losses are greatest. Even
with this deviation, the model still compares favorably to the
data.

V. HYBRID MODEL WITHOUT “STRAIN-HARDENING”

The success of the hybrid model with n=1 has implica-
tions for the theoretical framework of the grain-to-grain
shearing mechanism that Buckingham develops in Ref. 4.
The material exponent is defined as n=E,/ 0, where E, is
the elastic response of the micro-asperity contact and 6, re-
flects the nonlinear response of the viscous damping at the
contact. Thus n=1 means that elastic and viscous responses

TABLE II. Material exponents and compressional rigidity coefficients used
in the hybrid model for each sediment. The parameters were determined
from a fit to the data allowing both parameters to be free in the first case and
fixing n=1 in the second case.

Fit with one
free parameter

Fit with two
free parameters

Sediment n Y, (Pa) n Y, (Pa)
SAX99 1.088 41.96 1.00 146.82
Water/glass beads 0.915 182.94 1.00 54.79
Si100/glass beads 1.059 57.89 1.00 115.55
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are equal, which is extremely unlikely since they are unre-
lated to one another. This may also mean, however, that the
“strain-hardening” is actually absent from the grain-to-grain
interactions, i.e., 6,=0, and the viscosity of the fluid film
remains linear during the micro-sliding event.

To understand why this may be the case, consider the
differential equation of motion for the micro-sliding event
given in Eq. (16) in Ref. 4,

ldy 1

Edi + g(t))(—ac%t).
If the dashpot, &(7), is no longer a function of time, the strain-
hardening coefficient 6, is zero and &(r)=§,. The solution to
the equation of motion becomes

X = xoe”F0" sgnled(1)].

The time-dependent part of the solution is the pulse shape
function, or MIRF,

(26)

(27)

E
h(t) = —e P15, (28)
&
and the mean pulse amplitude becomes
__ &
= Oi. (29)

Using these new expressions, the stress associated with ra-
dial and translational sliding given in Egs. (4) and (5) is
unchanged, but the constants now become
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)\p = )(()I,Vpl;ll,, s = XOszEts’ (30)

where b is a proportionality constant defined in Ref. 4, the
stress relaxation time constants are

tp=%f, tﬁ% (31)
and the MIRFs are now

hy(t)=1t"e" (32)
and

hy(t)=1;"es, (33)

We can now obtain expressions for the shear and bulk
moduli by taking the Fourier transforms of the MIRFs,

Hy(w) = . Hyw)=

B I —iwt,

; (34)
1- iwt),

and substituting these into the expressions for the shear and
bulk moduli in Egs. (9) and (12). The new frequency depen-
dent moduli then become

@) = —2 (35)
1+i—
wt,
and
A
Ky (w)=—"2—. (36)
1+i—
ot

p

It is reasonable to assume that the spring constant, E, asso-
ciated with the compressibility of the grain asperities
and hence related to the elastic properties of the grain
(>10° Pa), is much larger than the viscosity of the fluid
flim, &), which should be related to the viscosity of the
bulk fluid (<0.1 Pas). If this is the case then wt,<1 and
the bulk modulus is approximately

Kb(w) == i7pwv (37)

which has the same form as Eq. (16) when n=1 and with
¥p=Nyt,. The data model comparisons given in Sec. IV are
therefore applicable for this linear form of the grain-to-grain
shearing model.

In the Appendix, we show that for Ky, <K, K, the
hybrid model can be expressed as

wzp
K2 = —<it 38
K(w) (38)
where
2H g\, _
(1 % )(p—pf) + P Pef
K(w) = Hge + Kjy(w) —
p+p—2p;
O (39)
p+p—2p;

This expression extends the EDFM to include the effects of a
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weak frame stiffness or loss in the effective bulk modulus of
the medium. As expected, the frequency dependent modulus
K(w) reduces to H. and the wave number reduces to the
EDFM result when the frame moduli are set to zero. Note
that this expression does not depend on the form of the
bulk moduli only that they are much less than the pore
fluid and grain material moduli. This expression is a good
approximation to the full hybrid model solution over most
of the frequency range and begins to deviate at high fre-
quencies. For the SAX99 parameters and the rigidity co-
efficients in Table II, the error in the attenuation at
100 kHz is 1.2% which increases to 7% at 1 MHz. The
sound speed error is 0.0002% at 100 kHz which increases
to 0.02% at 1 MHz.

The form of the frequency dependent bulk modulus in
Eq. (36) is identical to the Biot model with grain contact
squirt flow and shear drag (BICSQS model) proposed by
Chotiros and Isakson'* with the exception of a purely real
asymptotic frame bulk modulus. For the shear modulus, the
expressions differ between the two models, but the
asymptotic values are the same. In their fits to the SAX99
data, the frequency dependent bulk modulus is responsible
for fitting the lowest frequency SAX99 data, which we have
not attempted to fit. It is the shear modulus which largely
determines the fit to the high frequency attenuation data. This
ignores the shear speed and attenuation data at 1 kHz col-
lected during SAX99 which, similar to Buckingham’s model
and the hybrid model, determines the two free parameters of
the frequency dependent shear modulus. Applying the BIC-
SQS model to the shear data using the parameters given in
Table I, yields a relaxation frequency of f,=2 Hz signifi-
cantly lower than the 56 kHz value found by the Chotiros
and Isakson. Note that this fitting procedure does not treat
the permeability as a free parameter as in Ref. 14, but we do
not feel that the permeability allows sufficient freedom to fit
both the shear data point and the high frequency compres-
sional attenuation. However, if the requirement to fit the low-
est frequency sound speed data points is relaxed, the param-
eters in the bulk modulus can be adjusted to fit the
compressional attenuation data as in the linear hybrid model
above. This leaves open the question of which, if either, of
these two models is physically correct. Both will yield valid
fits that are indistinguishable and a definitive test will require
comparisons of the model parameters to measurable proper-
ties of the sediment. However neither model has been devel-
oped to the point where this comparison can be performed.

VI. CONCLUSIONS

The purpose of this experiment was to make sound
speed and attenuation measurements in a simple glass-bead
sediment and to observe how these measurements changed
as the viscosity of the pore fluid was increased by two orders
of magnitude. Several conclusions can be drawn from the
measurements and the data/model comparisons with Biot-
Stoll theory:

1. Biot theory correctly predicted that the frequency range
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over which the most significant dispersion occurs should
shift into the frequency range of our measurement system
as the viscosity increased.

2. While the frequency dependence of the attenuation dif-
fered from the predictions of Biot theory, the theory was
also able to predict how the attenuation scales with vis-
cosity.

3. From this we conclude that the relative motion of the pore
fluid through the sediment frame plays a significant role
in both the dispersion and the attenuation, in contrast to
the conclusion reached by Buckingham, and must be
taken into account to properly model sound propagation
through sand sediments.

4. Measurements of attenuation in the SAX99 sediment in-
dicated that the high frequency attenuation follows a lin-
ear frequency dependence as opposed to the f/? depen-
dence which is predicted by Biot theory. It was suggested
that this excess attenuation might have been due to scat-
tering from shells or shell fragments. This linear fre-
quency dependence was also observed in the glass-bead
sediments in the absence of scatterers suggesting that the
mechanism for this excess attenuation is more fundamen-
tal to a granular medium such as losses at the grain
contacts.

Since Buckingham’s grain-to-grain shearing model
could be adjusted to fit the frequency dependence of the
attenuation, while Biot theory was able to predict the sound
speed dispersion in all three sediments, we constructed a
hybrid model which incorporated grain-to-grain shearing
physics into the frame moduli in Biot theory. The resulting
theory captured both the motion of the viscous pore fluid and
the interactions of the grain contacts. The process of combin-
ing these models did not explicitly violate the physics behind
either of the models and in fact the incorporation of complex,
frequency dependent moduli into Biot theory was first sug-
gested by Biot himself.

Fits of the hybrid model to the data implied that the
exponent in Buckingham’s theory should be n=1. This fur-
ther implies that the viscous response of the asperity contacts
can be treated as linear which means that “strain-hardening”
suggested by Buckingham is absent. With this assumption, a
linear version of grain-to-grain shearing can be incorporated
into Biot theory to give the proper frequency dependence for
the complex moduli. The resulting bulk modulus has a form
that is similar to that proposed in the BICSQS model, how-
ever at this point in the development of both models, neither
has been developed to the point where the material properties
of the sediment can be compared to the relevant parameters
in the models. Therefore, the frame loss embodied in Egs.
(15) and (16) may be due to neither, one, or both of these
mechanisms. Regardless, we believe the experiment/model
comparisons given here imply that Biot’s suggestion of add-
ing frame loss phenomenologically using the form of Eqs.
(15) and (16) is viable.

Finally, Eq. (38) can be used with Egs. (15), (16), and
(39) to model unconsolidated sand sediments as a fluid,
while at the same time accounting for frame loss, with only a
small loss in accuracy over the full model developed in Secs.
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IV and V. We believe this simplified fluid model can be
useful for application oriented work as well as basic research
where porous media effects are being studied within a larger
context, e.g., long range, shallow water propagation and scat-
tering.
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APPENDIX: EXTENDING THE EDFM TO INCLUDE
FRAME MODULI

Here, we revisit Biot’s equations in order to derive an
approximate solution similar to the effective density fluid
model (EDFM) which incorporates the frame bulk and
shear moduli to second order. Using the potentials25
(®5,<Df,‘1’5,‘1’f) defined in terms of the displacement vectors
of the skeletal frame u and the fluid U as

u=Vo +VXW

Bu-U)=VOd,+VX W, (A1)

Biot’s equations for the scalar potentials are given as (using
a plane wave solution exp[i(k-r—wr)])

—RCH®, +k*COp= - po* Dy + po’ Py, (A2)
wzapf ioFn
—kch)s'i'kqu)f:—pfwz(Ds'i' ﬁ ¢f+ ¢f
y . ; Pl
(A3)

In Egs. (A2) and (A3), k is the wave number, « is the struc-
ture constant or tortuosity, # is the pore fluid viscosity, p; is
the sediment particle density, p; is the pore fluid density, and

w
k=—, w=2xf,
c

p=PBps+(1-P)p;,

K. -K,)? 4
H=M+Kb+_ﬂ,
D-K, 3
K.(K.-K
=M’ (A4)
D-K,
K2
M = .
D-K,
K, K
D=K,|1+B|—-1]|= ,
K H.¢
(1-B B\
Heff=( + — N (AS)
K. K

where f is the frequency, ¢ is the sound speed, p is the total
mass density, K, is the bulk modulus of the individual sedi-
ment grains, Ky is the bulk modulus of the pore fluid, and
H s corresponds to the bulk modulus of the sediment found
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for the EDFM when K;,=u,=0 in H, C, and M. The param-
eter F represents the deviation from Poiseuille flow as the
frequency increases and is discussed in detail in Ref. 12 and
the references cited therein.

If K,, <K, K, Biot’s coefficients can be approxi-
mated to second order in the frame moduli as

2Hy\ 4
HgHeff'F(l—_eﬁ)Kh‘l'ﬂ,
K, 3
Ky
CzHeff I—E 5

r

M~ H,g. (A6)

Note that this approximate form for the coefficients produces
the same results as the full coefficients for the “jacketed” and
“unjacketed” tests introduced by Biot”*® to help understand
the significance of these coefficients. Using Eqgs. (A2) and
(A3) with the approximate coefficients given in Eq. (6), the
wave number for longitudinal waves can be found from

dac
—b(li \/l—?)

2a

K= , (A7)

where the (—) sign corresponds to the fast wave, the (+) sign
corresponds to the slow wave, and

a =~ He(K), +41,/3),

b=~ H.(2py~p—p)

_ (1_2Heff)~+2Heff K—%
kK )Pk T

~ 2
¢=pp=p;

. iF
=_4Pr (A8)
P B kw

Since the frame moduli are assumed to be much smaller than

the material moduli, the square root can the approximated by

its Taylor series, where terms higher than second order are

neglected. The resulting approximate wave number for the

fast wave can be written as
_ wzpeff

k=

X (A9)

where p.s is the complex effective density for the EDFM
and defined in Ref. 12. The effects of the frame moduli
are contained in the effective bulk modulus

2He |
(1— Ke )(P—Pf)"'Pf—Peff
K=Hy+K, —
p+p—2p;
by (A10)
p+p—2p;

For the complex moduli used in Ref. 12, the error in the
sound speed relative to the full Biot model using this ap-
proximation is less than 0.02% and the error in the attenua-
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tion is less than 1% over a frequency range extending from
100 Hz to 10 MHz.
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Underwater piling was undertaken in 2003 in Southampton Water on the South Coast of England.
Monitoring was simultaneously undertaken of the waterborne sound from impact and vibropiling
and its effects on brown trout in cages at increasing distances from the piling. Brown trout (Salmo
trutta) were used as a model for salmon (Salmo salar), which were the species of interest but were
not readily available. No obvious signs of trauma that could be attributed to sound exposure were
found in any fish examined, from any of the cages. No increase in activity or startle response was
seen to vibropiling. Analysis using the dB,, metric indicated that the noise at the nearest cages
during impact piling reached levels at which salmon were expected to react strongly. However, the
brown trout showed little reaction. An audiogram of the brown trout was measured by the Auditory
Brainstem Response method, which indicated that the hearing of the brown trout was less sensitive
than that of the salmon. Further analysis indicated that this accounted for the relative lack of
reaction, and demonstrated the importance of using the correct species of fish as a model when

assessing the effect of noise. © 2006 Acoustical Society of America. [DOI: 10.1121/1.2335573]

PACS number(s): 43.30.Nb, 43.80.Nd [WWA]

I. INTRODUCTION

It has been documented that the driving of piles in water
causes high levels of underwater noise. Measurements made
of piling using piles of 0.7 m diameter on the River Arun in
southern England indicated a peak-to-peak Source Level of
191 dB rel pPa@1 m (Nedwell et al., 2002). Measure-
ments made of the noise from piling using piles of 4.3 m
diameter during the construction of offshore windfarms in
the UK indicated a peak-to-peak Source Level of
260 dB rel uPa@1 m for S5m depth, and
262 dBrel pPa@1 m at 10 m depth, associated with a
Transmission Loss given by 22 log(R), where R is the range
(Nedwell et al., 2003b). Such levels of sound may have an
effect on marine species. A report for Caltrans on piling in
San Francisco Bay indicated mortality to several species of
fish at ranges of up to 50 m (Abbott, 2005). Intense sound
from piling may also have an effect on hearing. McCauley et
al. (2003) reported damage to the ears of a pink snapper
caused by the impulsive noise of an airgun having a peak-to-
peak Source Level of 222.6 dB rel uPa@ 1 m and deployed
at a range of 400-800 m from the caged fish. Enger (1981)
reported damage to the ciliary bundles on the sensory cells of
the inner ear of cod caused by sound at frequencies of 50 to
400 Hz at a level of 180 dB.
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In September 2003, piling was undertaken in Southamp-
ton Water, a shallow inlet on the South Coast of England,
adjacent to the quayside of a ferry terminal. There was con-
cern that the construction work might adversely impact local
fish populations, and, in particular, the migration of salmon
up Southampton Water into the River Test, a Special Area of
Conservation (SAC). A limit of 90 dBy,(Salmo salar) at half-
channel width was set as a noise limit by the regulator (the
UK Environment Agency), with the intent of leaving half of
the channel open for migration; the dB,, metric is discussed
in Sec. Il B. Consequently, monitoring was undertaken of
the waterborne sound generated by the piling operations. Si-
multaneously, the opportunity was taken to monitor the ef-
fects of the noise on fish in cages at increasing distances
from the piling.

Il. FIELD WORK
A. Location of measurements

The piling was carried out adjacent to a quay, in other-
wise open water conditions. A total of ten piles, four 914 mm
in diameter and six 508 mm in diameter, were driven. Vibro-
driving was used for driving the piles, the duration being
approximately 20 min per pile. At the end of the operation 3
of the 10 piles were driven to final depth by impact driving

© 2006 Acoustical Society of America



for dynamic test purposes, the duration of each test being
between one and three minutes, with approximately 20 blows
during the period.

B. Fish response monitoring

Hydrophones and fish cages for reaction monitoring
were located at 30, 54, 96, 234, and 417 m from the piling.
The cages were 1 m cubes, made from a mild steel angle and
covered with plastic mesh of 25 mm square aperture and
suspended 2.5 m below the water surface. A closed circuit
television camera was placed in each cage. A control cage
was suspended in a dock 6 km from the site of the piling,
where the piling noise had fallen below background levels.

Although the species of interest was salmon (Salmo
salar), suitable fish were not available and instead farmed
brown trout (Salmo trutta) were substituted as a close rela-
tive, which it was thought would react similarly. As is noted
in Sec. III B, this assumption proved to be invalid.

C. Fish behavioral reactions

The video recordings were reviewed to identify any
changes in behavior that might have resulted from the piling
noise. These data were reviewed “blind,” with the reviewer
unaware of the condition of exposure. Two types of behavior
were investigated.

(i) Startle reactions, which are here defined as sudden
C-shaped flexure of the fish’s body, described by Blaxter and
Hoss (1981). The analysis of the startle reactions was based
on a frame-by-frame inspection of the video at the start-up
instant of each vibropiling session and for the next 5 s;

(ii) Fish activity level; captive fish that are exposed to
irritating stimuli commonly show “milling behavior,” in
which the fish swim faster and make random turns. These
were measured by counting the number of times fish entered
the camera’s field of view within a two-minute observation
period.

Due to the fish being caged avoidance reaction (i.e.,
fleeing the noise) could not be directly observed, and the
activity level was used as a measure of the behavioral effect.
It may be commented, however, that human experience
would indicate that the avoidance of noise may well occur at
lower levels of noise than an increase in activity, and startle
probably occurs at relatively high levels of noise. Since the
caged fish could not flee, the experiment was imperfect in
that it probably did not demonstrate the lowest level of sound
at which avoidance of the piling noise occurred.

1. Reactions during vibropiling

No startle response was seen for any of the piles driven
by vibropiling.

Table 1 gives the activity level observations for the
2 min period prior to piling and then for the first 2 min dur-
ing vibropiling; they are seen to have remained similar be-
fore and after the start of piling. The control and event ac-
tivity levels were compared using the nonparametric Mann-
Whitney U-test (Campbell, 1974) with the null hypothesis
that activity levels were not significantly different at the
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TABLE 1. Fish activity statistics (No. of movements per 2 min period) for
vibropiling.

Mann-Whitney U test

Range (m) Before During U z P
30 147.5 152.5 69.5 0.1443 0.8852
54 150.5 149.5 71.5 -0.028 0.9769

P=0.05 level; it was found that there was no significant dif-
ference in activity level following the commencement of vi-
bropiling (P=0.001).

2. Reactions during impact piling

One pile of 914 mm diameter and two of 508 mm were
impact driven. No startle reactions were observed at any of
the five locations.

Activity levels recorded before and during the impact
piling sessions are given in Table II. Fish activity is seen to
have remained similar in most cases before and after the start
of impact piling. The Mann-Whitney U test shows that there
was no significant difference in activity level following the
commencement of pile driving (P=0.001) in cages at 30, 96,
234, and 417 m; a 36% increase in fish activity level was,
however, observed in the cage at 54 m, which was significant
at the P=0.05 level.

lll. LABORATORY STUDIES

A. Electron microscope examination of the inner ear
of the trout (Salmo trutta)

The fish were initially examined under an optical micro-
scope after the end of the piling operation for any evidence
of swim bladder rupture, eye haemorrhage, or eye embolism
as a result of exposure to the sound from the piling; none
was found. The saccule, the primary auditory region of the
fish ear (Popper and Fay, 1993), was investigated for evi-
dence of trauma to the inner ear ultrastructure. Five fish from
each of the cages were examined for ultrastructural damage
to the hearing organs; the examiner was unaware of which
fish came from which cage. A typical Scanning Electron Mi-
crograph (SEM) of saccular hair cells from S. trutta is pre-
sented in Fig. 1, which is from a central region of the
macula. The image shows apical hair cell bundles with an
anterior positioned kinocilia, surrounded by approximately
40 cilia arranged in 4 to 5 consecutively shorter rows in a
format common to many fish species (e.g., Platt and Popper,
1981; Lovell et al., 2005). Each hair cell is separated from

TABLE IL. Fish activity statistics (No. of movements per 2 min period) for
impact piling.

Mann-Whitney U test

Distance Before After U Z P
30 m 9 12 3 —-0.654 0.513
54 m 6 15 0 -1.96 0.0495
96 m 12 9 3 0.654 0.512
234 m 6.5 3.5 0.5 1.16 0.245
417 m 12 9 3 0.654 0.512
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FIG. 1. Scanning Electron Micrograph (SEM) of saccular hair cells from S.
trutta, from a central region of the macula. Fish from cage number 1. k.
kinocilia, c. cilia, mv. microvilli.

neighboring cells by an area of epithelium bearing short
(<1 pm) microvilli. No obvious signs of trauma that could
be attributed to sound exposure were found in any fish ex-
amined, from any of the cages.

B. Fish audiograms
1. Quantifying the effects of noise on species

The response of marine animals to a given sound is de-
pendent on the species since these vary greatly in hearing
sensitivity and frequencies range. A metric has been de-
scribed (Nedwell er al., 2003a), (Nedwell et al., 2004)
termed the dBy,(Species) scale, which may be regarded as a
generalization of the dB(A) metric used for the rating of the
behavioral effects of noise on humans and hence that is in-
dicative of how much a species will be affected by that
sound. It is an estimate of the level that the sound is above
the hearing threshold of the species and hence is an indica-
tion of the likely perception by, or “loudness” of the sound
to, that species. Initial research with fish (Nedwell, in prepa-
ration) indicates that at levels of 90 dB or more above the
species’ threshold of hearing [i.e., of 90 dB,(Species) or
more] strong avoidance of sound occurs.

2. Inadequacies of brown trout as a model for salmon

At the time of the experimental measurements, it was
noted that, despite the piling reaching levels of noise at
which salmon, S. salar, were expected to react [i.e., in excess
of 90 dB,,(S. salar)], the brown trout, S. frutta, were show-
ing no obvious signs of reaction. It was suspected that this
was a result of the hearing of the latter being less sensitive.
Since there was no audiogram available for the brown trout,
this was determined by the Auditory Brainstem Response
(ABR) method, and compared with previous published au-
diograms of salmon (Hawkins and Johnstone, 1978), in order
to attempt to explain this unexpected observation. It should
be noted, however, that the latter audiogram was obtained by
the behavioral method, which in humans has been noted to
yield slightly different results from ABR audiograms.
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FIG. 2. Audiograms for the brown trout (Salmo trutta) and the salmon
(Salmo salar). Salmon audiogram from Hawkins and Johnstone (1978).

3. The ABR method

The ABR method was similar to that described by
Kenyon et al. (1998). Fish were held in a cradle in a water
tank and a pair of electrodes placed cutaneously on the cra-
nium such that they spanned the VIIIth nerve, recording the
evoked auditory response to sound. The sound stimulus of
several periods of a sine wave at a given frequency was
generated by two underwater projectors within a water tank.
Responses were averaged over 2000 presentations. The level
of the stimulus was reduced until the stimulus trace was no
longer discernible in the response trace. The sound level at
which the stimulus trace was just discernible was taken as
the threshold level for that frequency. The procedure was
carried out using four fish at all of the frequencies tested, and
24 fish at frequencies between 300 and 1000 Hz.

Figure 2 shows the resulting S. frutta audiogram, as well
as that for S. salar from Hawkins and Johnstone (1978).
First, it should be noted that the latter audiogram was ob-
tained by the behavioral method, which may give slightly
different results from the ABR method. Nevertheless, it may
be seen that, despite being a close relative with morphologi-
cally similar hearing, the audiogram of the brown trout is
significantly different from that of the salmon. It is less sen-
sitive, and broader and flatter in frequency response, with
effective hearing from 30 Hz to above 1 kHz. It was con-
cluded that the common assumption that closely related spe-
cies will have similar hearing abilities is not reliable. Conse-
quently, the data recorded during the piling were reprocessed
using the brown trout audiogram to yield dB,(S. frutta) val-
ues in addition to the dBy,(S. salar) values recorded on-site at
the time of the noise measurements; these data are presented
in Sec. IV.

IV. ANALYSIS OF NOISE MEASUREMENTS
A. Introduction

The piling was recorded using Briiel & Kjer hydro-
phones calibrated to International Standards, and conditioned
by Briiel & Kjar charge amplifiers, before being digitized,

Nedwell et al.: Effects on fish of piling noise
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archived, and analyzed using a program written in the Na-
tional Instruments LabVIEW environment that calculated
one second dB,(Species) values.

B. Results

It was found that the unweighted Source Level of the
impact piling of the 508 mm diameter pile was
193 dB rel puPa@ 1 m, with a linear Transmission Loss rate
of 0.13 dB per meter, and for the 914 mm diameter pile the
Source Level was 201 dB rel uPa@ 1 m and the Transmis-
sion Loss 0.13 dB per meter.

Figure 3 presents the dB, levels of the impact piling as
a function of range. The levels recorded at each of the mea-
surement positions are indicated on the figure; for each of the
two pile diameters driven the values of the noise in
dBy,(Species) units for both species have been plotted. It will
be noted that the levels are different for the same data for the
two different species since they have different hearing ability
and frequency range of hearing. The figure may therefore be
interpreted as indicating “loudness” for the two species as a
function of range. Also illustrated in the figure is the
90 dB,(Species) limit at which it is believed noise becomes
intolerable.

For each set of results a least squares best fit of the data
has been calculated, the results being

SPL=85-0.12R dBy(S. salar) and SPL=62
—0.09R dB,(S. trutta), (1)

for the 914 mm diameter pile, and
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SPL=285.4-0.16R dB,,(S. salar) and SPL=70.7
—0.17R dB,,(S . trutta), (2)

for the 508 mm diameter pile.

In general, the dB,,(S. salar) levels are higher than the
dBy,(S. trutta) levels. This is to be expected, as the hearing of
the salmon is more sensitive than that of the brown trout. It is
noticeable that there is a significant difference in Transmis-
sion Loss for the case of S. trutta for the two pile diameter
cases. It is thought likely that this might have been due to the
fit of Source Level and Transmission Loss to the data being
poor in the case of the 914 mm diameter pile.

In respect of the results for S. trutta, it may be seen that
both the measured and the estimated levels near to the piling
are well below the level at which a mild reaction would be
expected to occur. In other words, no reaction would be ex-
pected by S. frutta at any range from the piling. By compari-
son, the results for S. salar would indicate that a mild reac-
tion would be expected at a range of about 60—80 m, and an
increasingly stronger reaction as this range was reduced.
These results may explain the relative lack of a reaction to
the piling from the brown trout S. frutta, and indicate the
importance of using the correct species of fish as a model
when assessing the effect of noise.

V. CONCLUSION

In summary we have the following.

(1) Observations were made of caged brown trout (S.
trutta) during vibropiling of four 914 mm and six 508 mm
diameter piles. The brown trout was used as a model for
salmon (S. salar), which were not readily available.

(2) No reaction to vibropiling was noted at any of the
cages. No startle reactions were observed for the impact driv-
ing. However, there was a 36% increase in the fish activity
level observed in the cage at 54 m, which was significant at
the P=0.05 level, although in the two cages nearest to the
piling (at 30 and 54 m), no significant difference in activity
level was detected.

(3) Despite the noise from the piling at the nearest cages
reaching levels at which salmon, S. salar, were expected to
react strongly, the brown trout, S. trutta, showed little reac-
tion. An audiogram of the brown trout measured by the Au-
ditory Brainstem Response method indicated that the hearing
of the brown trout was less sensitive than that of the salmon.
Analysis using the dB, metric indicated that this could ac-
count for the relative lack of reaction, and indicated the im-
portance of using the correct species of fish as a model when
assessing the effect of noise.
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Echo energies of single-beam echo sounders are inverted for the sediment mean grain size via a
combination of theoretical and empirical relationships. In situ measurements of the seafloor mass
density have revealed the presence of a thin transition layer between the water and the sediment.
Within this layer, which has a thickness of order 1 cm, the density continuously changes from the
water value to the sediment bulk value. The associated impedance gradient affects the
normal-incidence reflection coefficient at high frequencies, when the product of wave number and
layer thickness is of order unity or higher. A mapping algorithm recognizing this gradient is applied
to echo sounder data acquired in three different areas, and for five sounder frequencies between 12
and 200 kHz. Compared with a scheme that relies on the Rayleigh reflection coefficient of a discrete
interface, an overall improvement of several phi units in the grain size mapping is achieved by
taking the gradient into account. A necessary condition to reach agreement between the acoustic and
the ground truth grain size is that the thickness of the transition layer increases with a decreasing

grain size. © 2006 Acoustical Society of America. [DOI: 10.1121/1.2345907]

PACS number(s): 43.30.Pc, 43.30.Gv, 43.30.Ma [RAS]

I. INTRODUCTION

The most reliable method to obtain information on the
ocean sediment grain size is the gathering of bottom samples
followed by a laboratory grain size analysis. However, this
process is time consuming and expensive. Remote sensing
by acoustic means has long been recognized as a potential
method to speed up the process, but there are many problems
to overcome. Difficulties include the challenge to separate
effects of grain size from those due to density gradients,
morphological features, the presence of benthic flora and
fauna, anthropogenic influences, etc., which can all influence
the process of echo formation.

Acoustic seafloor mapping is an active field of research,
which encompasses a variety of sonar systems and process-
ing techniques. Of particular interest to the present study is
recent work by Davis et al.,l who inferred the sediment mean
grain size for a Clyde Sea survey area using empirical rela-
tionships between sediment properties and the acoustic re-
flection coefficient. A broadband sonar with a dominant fre-
quency of 1 kHz was used in that work. A similar route is
followed in the present paper, but because higher frequencies
are used it is found necessary to allow for gradients within
the sediment surface layer. Indeed, physical properties such
as the porosity and density are often subject to a gradient
along the top few centimeters of the sediment.” The pres-
ence of an acoustic impedance gradient considerably influ-
ences the normal-incidence reflection coefficient R. At low
frequencies the gradient is of little consequence, whereas at
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higher frequencies it has the effect of lowering R to below
the Rayleigh reflection coefficient of an abrupt interface.’
This frequency dependence becomes manifest if the product
of wave number and transition layer thickness is of order
unity or highelr.6 Ainslie’ summarizes measurements and
shows that a more precise condition for the onset of
frequency-dependent effects is for the product of acoustic
frequency and layer thickness to exceed about 200 m/s. For
example, Lyons and Orsi* suggest that frequency-dependent
measurements™ of normal-incidence reflection loss from a
sand sediment may be caused by a strong density gradient at
the water-sediment interface. Knowledge of the thickness of
the transition layer is required to account for the impedance
gradient in modeling the reflection coefficient. In order to
explain the measurements of Chotiros et al.,9 the required
layer thickness is approximately 20 mm.” In the present pa-
per, an empirical relationship based on published data is de-
rived for the thickness of this layer as a function of sediment
mean grain size. When high-frequency echo sounder data are
inverted for sediment properties, we hypothesize that allow-
ance for the transition layer may yield a substantial improve-
ment of the grain size mapping accuracy. The chief purpose
of this paper is to investigate this hypothesis.

It is important that empirical relationships between sedi-
ment physical properties and acoustic quantities are used
with care, because empirical laws are always based on a
limited amount of available data. The nature of any scatter in
these data is lost after regression. Data collected in a differ-
ent part of the world, or in another season, for example, may
not be adequately represented by empirical laws. When
ground truth is available, the usefulness of empirical rela-
tionships can be judged by the extent to which the acoustical
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prediction of the grain size matches the ground truth. The
present paper evaluates echo sounder data at five frequencies
in the range 12-200 kHz, collected in three different geo-
logical areas. Ground truth is available for each area in the
form of a bottom grab grain size analysis. When acoustic
grain size predictions obtained with an impedance step
change model and an impedance gradient are compared, the
overall improvement offered by gradient is sizable. The de-
gree of the improvement is found to depend on the sounder
frequency and geological area, but the observed trend does
suggest a wide applicability of the proposed grain size map-
ping model.

This paper is organized as follows. Section II describes
the data processing and the conversion of measured reflec-
tion coefficients to sediment mean grain size via empirical
relationships. The description starts out with the assumption
of an impedance step change, and thenceforth expands the
theory to accommodate an impedance gradient. Section III
provides an overview of the survey areas, acoustic data, and
available ground truth. In Sec. IV the methods described in
Sec. II are applied to the data described in Sec. III and the
resulting acoustic grain size is presented in maps, and quan-
titatively compared with the ground truth. Section V summa-
rizes the findings.

Il. DESCRIPTION OF THE MAPPING TECHNIQUE

The proposed mapping technique relies on empirical re-
lationships between the sediment grain size and its acoustic
properties. Ground truth is available for all test sites de-
scribed in Sec. III. A subset of the available bottom grabs is
used for calibration purposes, and the remaining grabs are
used for a comparison between the acoustic prediction of the
mean grain size and the ground truth. A straightforward
implementation of the mapping method uses the Rayleigh
reflection coefficient in conjunction with empirical relation-
ships derived by Bachman'” relating the sediment grain size
to density and sound speed. The Rayleigh reflection coeffi-
cient treats the water and the seafloor as two homogeneous
media with an abrupt interface, and is independent of the
frequency. A more sophisticated approach considers a con-
tinuous transition of the impedance, which introduces a
frequency-dependent reflection coefficient. Bachman’s corre-
lations control the sediment properties beneath the interface.
The two approaches are detailed in the following, and grain
size maps produced with both methods are presented in Sec.
IV. The treatment starts with a complete description of the
working method for the discrete interface, and continues
with the changes required for the frequency-dependent ap-
proach.

A. Reflection coefficient (measurement)

The following description of the working method ap-
plies to the data from all test sites. Echo signals are extracted
from the recordings as a first step in the data processing.
Their envelopes are squared and integrated to yield the echo
energy. The integration offers the significant advantage that it
does not require algorithms to separate the initial bottom
return, associated with the specular reflection from the center
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of the sonar footprint, from the trailing scattering contribu-
tions. Moreover, echo-to-echo energy fluctuations tend to be
smaller than echo-to-echo peak amplitude fluctuations. How-
ever, there is a built-in assumption that the scattering contri-
butions to the energy obey the same dependence on sediment
composition as the specular reflection from a smooth surface
of the same impedance. A simple energy conservation argu-
ment suggests that this is the case, and a numerical justifica-
tion is provided by Williams. "'

The energy flux density Erx of the received echoes de-
pends on the energy Etrx of the transmitted sounder pulses
according to

Egx=——> —R°Erx, (1)

where H denotes the distance between the echo sounder and
the seafloor and R the amplitude reflection coefficient of the
smooth surface. To discriminate between the energy loss due
to transmission into the sediment and attenuation associated
with the traveled distance 2H, the energies are compensated
for the spherical spreading factor 1/4H? and the absorption
exp(—4aH). H is determined from the echo return time and
the sound speed, and the absorption coefficient « is cal-
culated with the formulas of Francois and Garrison."
Temperature and salinity are necessary ingredients in their
description of the absorption. In sifu measurements of the
temperature, and a default salinity of 35 psu were used. Re-
maining uncertainties in the temperature and salinity only
have a small effect on the outcome of the calculations,
since the water depth difference between the shallowest
and deepest parts of each survey area is relatively small.

As the echo sounder source levels are not known and the
recorded data uncalibrated, the calculated echo energies have
only a relative significance. Absolute values of the reflection
coefficient are derived with the help of a few selected bottom
grabs that serve to calibrate the energies for an entire data
set.

B. Reflection coefficient (model)
1. Impedance step change

To convert measured echo energies into sediment mean
grain size,” Bachman’s regression equations are adopted for
the continental shelf and slope environments, denoted by T
(terrace) in his paper. That is to say,'

cy=1952-86.3M, +4.14M? )
and

ps = 2380 — 172.5M_ + 6.89M (3)
for the sediment sound speed c, in m s~!, and the sediment
mass density p, in kg m™3, as a function of the mean grain
size M,. The link between the mean grain size and the
echo energy is established via the Rayleigh reflection co-
efficient
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k= ZS+ZW’ “
S w

where Z=pc denotes the characteristic acoustic impedance.
For the water side of the interface, the wvalues p,
=1024 kgm™ and c,=1529 m/s are inserted.'*"> These
numbers correspond to Bachman’s “standard seawater”
with a reference temperature of 23 °C and a presumed
salinity of 35 psu. The straightforward equations (1)—(4)
suffice to convert echo energies into mean grain size by
equating the acoustic reflection coefficient in Eq. (1) to
the model reflection coefficient (4), provided that a cali-
bration factor is available. Since the energy of the re-
ceived echoes Erx is subject to an arbitrary scaling factor,
a calibration factor C is required to calculate the R accord-
ing to

2CH [—

R=——"—"VEgx. 5
exp(— 2aH)\ RX ®)

The factor C=E7y? is a constant for each data set and takes
care of dimensional issues. A subset of N bottom grabs is
selected for calibration. All echoes within a given search
radius from the grab positions are collected and their
mean energy is computed. Subsequently, N factors C, are
computed by matching the acoustic reflection coefficient
Eq. (5) to the ground truth reflection coefficient Eq. (4),
which is calculated via Egs. (2) and (3) with the grab
sample mean grain size. The overall calibration factor C is
taken as the root mean square value of the C,.

A large search radius yields a large number of echoes for
which echo-to-echo intensity fluctuations cancel out,
whereas a small radius increases the probability that the bot-
tom grab, collected in the center of the search disk, is indeed
representative of the echoes. A compromise is found in a
value of 200 m, which is used for all data sets described in
Sec. III. Typical echo counts for this search disk radius vary
from 4 for the Vestfjorden 38 kHz excursion, to 1000 for the
Cleaver Bank 12, 38, and 200 kHz survey. The need to per-
form some averaging is indicated by the standard deviation
of the echo energy, which is typically between 30% and
100% of the mean value. Following calibration, a reflection
coefficient is obtained for all echoes via Eq. (5). Subse-
quently, Egs. (2)—(4) are inverted to find the mean grain size
for the individual echoes.

2. Impedance gradient

The above-noted recipe assumes a step change in imped-
ance at the boundary between water and sediment, with uni-
form properties on either side of the boundary. Thus R(M.) is
independent of frequency. In reality there is always a thin
transition region of thickness typically 5-50 mm,> 16718
implying an average density gradient of order
10*~10° kg m™ (0.01-0.1 g/cm?*/mm). At frequencies of
order 100 kHz or higher this gradient cannot be
ignored.3’4’7’19 Specifically, the reflection coefficient is ex-
pected to decrease with increasing frequency, owing to the
decreasing impedance contrast on a wavelength scale.’
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FIG. 1. Illustration of the impedance gradient, Eq. (6), that connects the
water impedance Z,, to the bulk sediment impedance Z,.

In order to calculate the reflection coefficient, we as-
sume that uniform semi-infinite layers of impedance Z,, (wa-
ter) and Z, (sediment) are separated by a continuous transi-
tion layer of finite thickness & (Fig. 1). The transition layer is
modeled as an impedance profile of the form

sech?(az/h)
[1 - tanh(a)tanh(az/h)]*’

V4
=cosh™14/=2. 7
a \/Z (7)

w

Z(2)=2Z, (6)

This functional form ensures a continuous impedance at both
boundaries and a continuous gradient dZ/dz at the lower
boundary. We further assume that the normal-incidence re-
flection coefficient is a function of the impedance profile
alone and does not depend on density and sound speed sepa-
rately. With this second assumption we can simplify the cal-
culations by constructing an effective density profile

p(2)c(z)

Pert(2) = (8)

w

such that, with c{(z)=c,, everywhere, the impedance is
identical to that of the equation for Z(z). The advantage of
this specific functional form is that it is amenable to ana-
lytical solution.®* Substrate properties (p,,c,) are from
Bachman.'® The sediment absorption coefficient is unim-
portant for this calculation, and is chosen arbitrarily to be
Zero.

It is necessary to obtain an estimate of the transition
layer thickness before the above-presented theory can be ap-
plied to our echo sounder data. For this purpose the quantity
Zgo 1s introduced, which denotes the depth in the transition
layer at which 90% of the density difference between the
water and the sediment is reached. Figure 2 shows zq values,
inferred from measured density or porosity proﬁles,3_5 17.21.22
for different grain sizes ranging from 1-2 ¢ (medium sand)
to 9-10 ¢ (medium clay). (¢ is defined as —log, of the grain
diameter in millimeters) A least-squares regression is carried
out on these data (shown as a solid line in the figure), result-
ing in the empirical fit
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FIG. 2. In situ measurements of the layer thickness parameter zo, vs grain
size. The origin of these data is as follows. Cn: Carb6 (Ref. 3) with
C1 = sand, C2 = mud. Ln: Lyons and Orsi (Ref. 4) with L1=227-BS-BC,
L2=260-BS-BC, L3=264-BS-BC, L4=268-BS-BC, L5=89-1-KW-DC, L6
=89-2-KW-DC, L7=124-1-KW-DC, L8=413-2-PC-DC, L9=413-3-PC-
DC, L10=490-PC-DC, L11=250-BS-BC. Pn: Pouliquen and Lyons (Ref. 5)
with P1=Venere Azzurra, P2=Portovenere, P3=Tellaro, P4=Punta della
Mariella. T1: Tang et al. (Ref. 17) T2: Tang (Ref. 21) for the zo, value and
Miller (Ref. 22) for the corresponding grain size value. The solid line is a
linear regression to these measurements, with the outlier marked L11 ex-
cluded: log;pz9p=0.092 X M_+0.81. The dashed line results from the acous-
tical optimization described in Sec. IV C: logyz99=0.075 X M, +1.05.

10g10Z90 = (0092 + 0052) X ]‘4z

+(0.81+£0.31) (z9p in mm). 9)
The layer thickness & follows from the functional form Eq.
(6) as h=z99/0.652. Two points from the Lyons and Orsi
measurements” are omitted from the regression. The first
one is labeled L11 in Fig. 2 and is left out because it is an
outlier whose inclusion strongly influences the outcome of
the regression. The second omission is a measurement
with a very thin transition layer, resulting in a zero value
of the transition layer thickness zqy. All other available in
situ measurements in Fig. 2 are used for the regression.

The value of the data plotted in Fig. 2 could be increased
by including error estimates for the zoy measurements. Such
estimates could be made from the original measurements, but
we are not able to estimate the uncertainty in layer thickness
from the publications cited. In the case of one publiceuion,5 it
is likely that the method used to analyze the profiles results
in a lower limit for the zqy value.

Although the observed correlation in Fig. 2 is not over-
whelming, its use at least allows the incorporation of first-
order frequency-dependent effects. The validity of this as-
sumption can be judged by the success or otherwise of the
overall method in the inversion of the reflection coefficient
—which in turn can be judged by comparison with grain size
analysis of the grab samples.

With the above-presented assumptions and approxima-
tions, the reflection coefficient R is uniquely determined by
the frequency f and mean grain size M,. The reflection co-
efficient is calculated using the method of Ainslie.”’ Figure 3
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FIG. 3. The reflection coefficient R(M.) for a set of frequencies between 3
and 300 kHz. In the low-frequency limit the appropriate curve, marked
“Rayleigh,” is equivalent to the frequency independent reflection coefficient
of Sec. IT B.

shows the reflection 20 log;o| R| vs M. for a pertinent set of
frequencies. For any known frequency a curve such as those
in Fig. 3 can be used as a lookup table to invert R measure-
ments (if calibrated) for the mean grain size. Results pre-
sented in Sec. IV are calculated in this manner.

lll. OVERVIEW OF THE SURVEY AREAS

The echo sounder data under consideration were ac-
quired during five separate sea trials covering three different
areas. Sediment samples were collected in all areas for
ground truth. One particular area, the Cleaver Bank, has been
surveyed on three occasions, with a total of five different
sounder frequencies. In the following the five acoustic data
sets and the ground truthing procedures are briefly described.

A. Cleaver Bank

The Cleaver Bank, some 130 km northwest of the Neth-
erlands (Fig. 4), was surveyed with a 150 kHz echo sounder
in October 2000. It is a part of the North Sea that offers a
sedimentary diversity from soft and flat (“sandy Mud”) to
hard and rough (“sandy Gravel”). The ship sailed ten longi-
tudinal tracks on a square measuring 10X 10 nautical miles.
The water depth in the area varies between 30 and 60 m.
Raw echo sounder signals were recorded for offline analysis.
Soon after, in November 2000, the Cleaver Bank was revis-
ited with a 66 kHz sounder. The same ten legs were sailed.
Finally, in November 2004, the area was subject to a multi-
beam echo sounder expedition. In this last survey, a dense
pattern of east-west tracks was sailed (shown in the inset of
Fig. 4). A triple-frequency, single-beam echo sounder oper-
ating at 12, 38, and 200 kHz was also operated during this
survey, which yielded valuable echo sounder data at three
new frequencies.

A comprehensive description of the Cleaver Bank geol-
ogy and ground truth is found in Van Walree et al.” Only a
summary of the ground truthing is given here. Fifty grab
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FIG. 4. Overview map of the Cleaver Bank trials area between United
Kingdom and the Netherlands. The inset shows a magnified portion with
tracks sailed on several occasions as well as the October 2000 bottom grabs
(white markers).

samples were collected with Van Veen and Hamon grabs
during the original October 2000 sea trials. The laboratory
analysis of the bottom grabs consisted of the following steps.
The samples were dried and sieved with a 2 mm mesh to
separate the gravel and shells from the smaller grains. Sub-
sequently the biogenic and clastic components were sepa-
rated to determine the shell and gravel fractions of each grab.
The remaining sand and mud portions of the original grab
were subjected to a granulometric analysis by optical micros-
copy, after which the respective sand and mud fractions
could be determined. To remove a gravel bias from the mean
grain size, the cumulative grain size distribution was rescaled
to a value of 100% at a grain size diameter of 2 mm. Sub-
sequently, the mean grain size M, was calculated according
to

3¢9+ 4¢s0+3
M.= P10 ;Pgo <P90’

(10)

where the phi values are defined by minus log, of the grain
diameter in millimeters. The subscripts indicate percen-
tiles such that, for example, 10% of the grab has a grain
size smaller than ¢;y. The definition, Eq. (10), departs
from the more common definition, Eq. (11), because the
laboratory analysis returned the ¢y and ¢, percentiles
rather than the ¢4 and ¢g, percentiles.

The 4-year time span between the grab sample analysis
in 2000 and the survey in 2004 introduces some uncertainty
in the validity of the ground truth. Previous work™ revealed
that the ground truth obtained in 2000 showed a great overall
correspondence with a geological map from 1987. Therefore
one may presume that overall seabed changes over a time
span of four years are small in this area. Nonetheless, caution
is required with local assessments of the sediment type, for
instance because of the presence of wandering sand ribbons
that overlie the gravel bed.”
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FIG. 5. Map of the Norwegian Vestfjorden trials area. The echo sounder
survey consists of two isolated grids and features a number of bottom grabs
indicated by white markers.

B. Vestfjorden

The Norwegian Vestfjorden area was surveyed with a
38 kHz echo sounder in May/June 2001. Two sites along the
axis of the fjord were selected for the acoustic measure-
ments, each with dimensions of roughly 15X 15 nautical
miles. The water depth ranges from 100 to 350 m. At both
sites the ship track forms a grid of seven by seven legs in the
shape of a carpet beater (Fig. 5). Fifteen bottom grabs were
collected, spread over the two sites, whose laboratory analy-
sis is detailed in Ref. 24. Incidental gravel was left out of the
cumulative distribution. The mean grain size was calculated
according to Folk,13

+ +
:<P16 P50 ‘1084’ (11)

M, 3

C. Stavanger

The final test site is located in the coastal area of Nor-
way, in the vicinity of the city of Stavanger (Fig. 6). Mea-
suring approximately 20 X 20 nautical miles, a grid was sur-
veyed with a 38 kHz sounder in October 2002. The
bathymetry is relatively flat with a depth between 250 and
285 m (Fig. 10), except for a few sea-mounts in the eastern
part of the area, near the island of Utsira, which rise some 50
to 100 m above the nominal seabed. Thirty-five bottom grabs
were collected along one horizontal and one vertical leg of
the survey. The laboratory analysis is described by Ref. 25.
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FIG. 6. Map of the Norwegian trials area near Stavanger. The echo sounder
survey consists of a sparse grid, with a more dense series of legs surround-
ing the ground truth regions indicated by the white markers.

Pebbles were removed from the grab before the grain size
distribution was determined. The mean grain size was subse-
quently calculated via Eq. (11).

IV. RESULTS AND DISCUSSION
A. Grain size maps

The calculations presented in Sec. II lead to a recipe for
converting echo energies into mean grain sizes. Some aver-
aging is required in order to map the mean grain size without
the distraction of echo-to-echo fluctuations. The most conve-
nient averaging method is found to depend on the data set
under examination. For all cases of sailed grids with a large
separation between the legs, a moving median filter of length
25 is applied to the echo energies before the mean grain size
is inferred. A median filter removes outliers, while it pre-
serves step changes of the input parameter. This procedure is
applied to all but the Cleaver Bank 2004 data with the 12,
38, and 200 kHz sounders. For the latter survey the legs are
closely spaced, and the number of echoes (7 X 10° at each
frequency) is large enough to support a map with full sea-
floor coverage. To this end the relevant section of the seaf-
loor is divided into 490 X 45 bins measuring 33 X 110 m. For
each bin the mean echo energy is calculated, and this value is
turned into a mean grain size value for that particular bin by
the methods of Sec. II.

In the following the mean grain size mapping is qualita-
tively illustrated with three example maps. Subsequently the
fidelity of the mapping algorithms is quantified for the entire
collection of echo sounder data by means of scatter plots.
Figure 7 presents the results for the 150 kHz Cleaver Bank
sea trials conducted in October 2000. The first graph gives
the bathymetry and the other graphs show the acoustic mean
grain size obtained on the assumption of an impedance step
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FIG. 7. Top graph: bathymetry of the Cleaver Bank survey area. Middle
graph: 150 kHz mean grain size map obtained with the impedance step
change (S). Bottom graph: alternative grain size map obtained with the
impedance gradient (G).

change (S) or gradient (G). The ground truth mean grain size
is also included. A round marker indicates that a grab is used
for the calibration procedure. Thus, on average the acoustic
grain size is forced to match the ground truth for the round
markers. The merits of the mapping technique should there-
fore be judged from the regions adjacent to the remaining
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FIG. 8. Amplitude reflection coefficient for the Cleaver Bank 150 kHz data.
The maps for the impedance step change (S) and impedance gradient (G)
differ by a scaling factor only.

square markers, which are not used for calibration. Applica-
tion of the abrupt impedance transition leads to a consider-
able mismatch for the great majority of square markers,
which represent the sandy and gravelly parts of the survey
area. The dynamic range of the acoustic mean grain size is
simply too large. Matters are noticeably improved by replac-
ing the discrete impedance mismatch with a gradient. The
dynamic range of the acoustic mean grain size is decreased
and the resulting map resembles the ground truth with a re-
markable overall fidelity.

For the sake of completeness an intermediate step in the
calculation, the amplitude reflection coefficient, is presented

Cleaver Bank 38 kHz - Mean grain size

for the Cleaver Bank 150 kHz data. It is plotted in Fig. 8 for
both impedance transition types. In case of the step change
the reflection coefficient is unrealistically high and the physi-
cally impossible R>1 occurs. In contrast, the impedance
gradient lowers the reflection coefficient by an order of mag-
nitude, consistent with the measurements of Kimura and
Tsurumi’® or the predictions of, e.g., Carb6® and Lyons and
Orsi.* The S and G reflection coefficients in Fig. 8 are iden-
tical apart from a scaling factor. Indeed, the mean grain size
calibration procedure described in Sec. II just leads to a dif-
ferent echo energy scaling for the S and G cases. This applies
not only to the Cleaver Bank 150 kHz data but to all sounder
frequencies and survey areas. Maps of the reflection coeffi-
cient are omitted for the remaining examples.

The second example is the Cleaver Bank 38 kHz data
set, illustrated with mean grain size maps in Fig. 9. The
change from the S to the G impedance profile lowers the
contrast of the acoustic mean grain size, similar to the
150 kHz case. However, where the modification was about
right at 150 kHz, the gradient overcompensates at 38 kHz.
On the chosen color scale the result is close to a red-blue
binary grain size. Again the mud trench at the left side is
tuned to the proper grain size value by the calibration proce-
dure. The sandy part of the survey area (bottom right)
roughly achieves the same blue grain size as the mud cali-
bration area. In contrast to the blue, there is a red colored
area representing the gravelly sand and sandy gravel de-
scribed in Ref. 23. Whereas the acoustic grain size exceeds
the ground truth values for the S transition, the situation is
reversed when the gradient is applied.
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FIG. 9. Cleaver Bank 38 kHz grain size maps obtained with the S (top) and G (bottom) impedance transitions. The horizontal zebra stripe pattern noticeable
in the right half is an artifact apparently related to the ship sailing direction. Calibration grabs are indicated by round markers and the remaining grabs by

square markers.
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There are two additional features in Fig. 9 that leap to
the eye. First, the right half of each map is characterized by
a pattern of horizontal stripes. This phenomenon appears to
be related to the ship sailing direction, alternately eastward
and westward, although the mechanism remains unclear. The
dependence of the echo energy on the ship course is also
present at 200 kHz, and to a lesser degree at 12 kHz. A per-
haps more striking feature of Fig. 9 is the occurrence of a
large number of thin-linear features, with a marked deviation
of ~2 phi units in the inferred mean grain size, correspond-
ing to higher echo energies. The features run in arbitrary
directions and are independent of the ship sailing direction.
They are also clearly visible in the 200 kHz data, whereas
they are just barely noticeable in the 12 kHz data. Section
IV D discusses the possible origin of these thin-linear fea-
tures and their relevance.

As a third and final example the mean grain size is
mapped for the Stavanger 38 kHz data in Fig. 10. This trials
area has an overall finer-grained seafloor than the Cleaver
Bank and features a five- to tenfold increase of the water
depth. The bathymetry in the top graph is relatively flat, and,
unlike the Cleaver Bank area, there is no strong correlation
between the depth and the sediment type. An exception is
found in the neighborhood of the bathymetrical features (sea
mounts) toward the Norwegian coast, at the east side of the
grid. This is where the bottom grabs with the largest grains
were collected. The calibration grabs were chosen on a sec-
tion of the horizontal leg where both the grab sample consti-
tution and the echo energies vary little. Two grabs in this
region contained some gravel and were left out of the cali-
bration set.

The mean grain size map obtained by application of the
impedance step change is shown in the middle panel. Again,
the contrast of the acoustic grain size again is too high, simi-
lar to the Cleaver Bank results in Figs. 7 and 9. Use of the
impedance gradient yields a noticeably better agreement be-
tween the acoustic prediction and the ground truth.

B. Scatter plots

So far the merits of the method proposed in Sec. II have
been judged by visual comparison of acoustic grain size
maps with the ground truth. For a more quantitative compari-
son all available data are combined into scatter plots (Fig.
11), including the Vestfjorden area and the sounder frequen-
cies not covered by Figs. 7, 9, and 10. Figure 11 shows the
acoustic versus the ground truth mean grain size, calculated
for the S and G impedance transition types. Survey areas and
echo sounder frequencies are differentiated by markers with
various shapes and colors. The acoustic grain size was cal-
culated from the arithmetic mean energy of all echoes within
a search radius of 200 m from each grab. Notice that the area
of the markers in Fig. 11 is proportional to the number of
echoes found. Tiny markers carry less significance than big
ones.

It is recalled that there are calibration grabs that are
forced to coincide, on average, with the ground truth. These
calibration grabs are among the softer sediments for each
data set. The performance of the algorithms must therefore
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FIG. 10. Bathymetry of the Stavanger 38 kHz survey (top graph). Mean
grain size maps obtained with the impedance step change (middle graph)
and impedance gradient (bottom graph) are shown. Again, calibration grabs
are indicated by round markers and the remaining grabs by square markers.

follow from inspection of the larger grains toward the left
side of Fig. 11. On the whole the impedance step change
yields a considerable amount of scatter and an overall depar-
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FIG. 11. Scatter plots that combine the results for all survey areas and
frequencies. Results are shown for the S and two G impedances. The middle
panel corresponds to a gradient given by the fit to the in situ layer thickness
measurements (solid line in Fig. 2), whereas the bottom panel shows the
minimum rms case (dashed line in Fig. 2; explained in Sec. IV C). Marker
areas are proportional to the number of echoes used for the acoustic grain
size calculation. Notice that the acoustic grain size has been clipped to a
value of —10 for the topmost graph.
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TABLE I. Correlation coefficients and weighted rms values for all survey
areas and sounder frequencies; grabs denotes the number of contributing
grabs.

Impedance step Impedance
change gradient
Correlation Correlation
Survey Grabs  coefficient rms coefficient rms
Cleaver Bank 12 kHz 16 0.92 3.52 0.92 1.63
Cleaver Bank 38 kHz 16 0.71 2.65 0.73 1.68
Cleaver Bank 66 kHz 48 0.74 1.13 0.77 2.32
Cleaver Bank 150 kHz 48 0.71 15.7 0.75 0.67
Cleaver Bank 200 kHz 16 0.80 4.29 0.82 0.87
Vestfjorden 38 kHz 14 0.79 1.51 0.85 0.68
Stavanger 38 kHz 34 0.69 0.81 0.71 0.66
All together 192 0.59 791 0.77 1.36

ture from the ideal solid line M_,.=M_,,, where M_,. de-
notes the acoustic mean grain size and M, the ground truth
(bottom grab) mean grain size. The error is largest for the
Cleaver Bank 150 kHz data, followed by the 200 kHz fre-
quency. At 66 kHz the M,,. seem about right, albeit with
some scatter around the mean. For the finer-grained Norwe-
gian test sites (f=38 kHz) the overall mismatch is smaller,
but still the deviations range up to 4 phi units.

A very different picture is obtained for the impedance
gradient in the middle graph. At each frequency the amount
of scatter is decreased, and on the whole the acoustic mean
grain size is closer to the ground truth. The scatter reduction
is most obvious at 150 kHz, where the impedance gradient
brings the acoustic mean grain size remarkably close to
ground truth. Substantial progress is also made at 200 kHz.
The Cleaver Bank 12 kHz data remain below the ideal line,
whereas the Cleaver Bank 38 and 66 kHz data end up above
this line. Within each data set the impedance gradient re-
duces the scatter along the ordinate, but the slope is subject
to a residual error. Figure 11 also shows that the 38 kHz data,
originating from three different areas, form a consistent sub-
set of the scatter plot without apparent discontinuities be-
tween test sites.

Two quantities are calculated to quantify the influence of
the impedance transition type on the conversion of echo en-
ergy to grain size: the correlation coefficient between M, ,.
and M., and the rms value of their difference, weighted by
the number of echoes K,, contributing to the nth grab acous-
tic grain size

N 12
2 Kn(Mz,ac(n) - Mz,bg(n))2
rms = =L N . (12)
YK,
n=1

The weighting diminishes the contribution of grabs with
poor statistics, such as the 150 kHz outlier with M, ,.>8,
for which there are only two echoes within the search
radius. Nonetheless, the overall influence of the weighting
on the rms values is small.

Table I shows that the impedance gradient improves the
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correlation coefficient for all data sets. An improvement is
also observed when all grabs and sounder frequencies are
considered together. The so-called P values associated with
the correlation coefficients are not tabulated. P gives the
probability that the calculated correlation coefficient arises
by chance. Since all P are vanishingly small (<1072) the
calculated correlation coefficients are significant.

Despite the strong correlations, the correlation coeffi-
cient does not properly reflect the merits of the impedance
gradient. The correlation coefficient tells us to what extent
there exists a linear relationship between the acoustic and the
grab sample mean grain size. It neglects the strength of the
relationship, represented by the slope of M, vs M_y, in the
scatter plots. For this reason the correlation coefficient
achieves high values already for the discrete impedance in-
terface, despite the considerable mismatch in absolute terms.
M_ . and M, are well correlated for either impedance tran-
sition type. The rms values in Table I provide a more useful
criterion to judge the benefits of the methods. These values
clearly demonstrate the overall superiority of the impedance
gradient. For all frequencies and areas the gradient method
delivers a substantial improvement, except for the Cleaver
Bank 66 kHz data. Although the impedance gradient does
reduce the scatter within the latter data set, the M_,. are
actually pushed away from M_,. In fact, with both the 38
and 66 kHz sounders it is difficult to discriminate between
sandy and muddy sediments in the Cleaver Bank area.

C. Dependence of the transition layer thickness
on grain size

Sections IV A and IV B showed grain size maps and
scatter plots based on a regression of the form logyzg
=aM_+b [see Eq. (9) and Fig. 2]. There is, however, a siz-
able scatter in the underlying in situ measurements. In order
to get an idea of the sensitivity of the mapping fidelity to the
values of the slope a and intercept b, the mapping is repeated
for several combinations of a and b values. For each combi-
nation the steps described in Sec. II are repeated, including
calibration, and the total weighted rms is computed for all
available data (cf. the bottom row in Table I). Figure 12
shows the outcome of these calculations. The smallest en-
countered rms values are of order unity, with some ambiguity
in the slope and a considerable ambiguity in the intercept.
The latter ambiguity is due to the calibration procedure,
which, regardless of the nominal layer thickness, forces the
acoustic grain size to coincide with that of the calibration
grabs. (The corresponding amplitude reflection coefficient
drops rapidly with an increasing intercept value and achieves
totally unrealistic values of order 107 at »h=2.5.) Figure 12
has a minimum rms of 0.90 at a=0.075 and b=1.05. A scat-
ter plot is created for these values and shown in the bottom
graph of Fig. 11. The low rms is evidenced by a further
reduction of the scatter, compared with the middle graph that
was obtained for the fit to the in situ transition layer thick-
ness data. Most markers are now within 1 phi unit of the
ideal solid line. Little improvement is nonetheless observed
at 66 kHz, which data carry little weight and have a small
vote in the total weighted rms.
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FIG. 12. Total weighted rms difference [Eq. (12)] between the ground truth
and the acoustic prediction of the mean grain size. The rms values are
calculated for a grid of combinations of the slope a and intercept b of the
assumed relationship log gzgo=aM_+b (z9, in millimeters).

Perhaps the most important conclusion from Fig. 12 is
that a constant transition layer thickness does not work. A
zero (or negative) slope leads to acoustic grain size predic-
tions that disagree strongly with the ground truth. The func-
tional form log,gzgg=aM +b was just chosen as the simplest
assumption of some existing relationship between zo, and
M, and there may be better guesses. Nonetheless, in order to
account for the measured echo energies, regardless of the
precise functional form it appears that the transition layer
thickness must increase with a decreasing grain size.

D. Plough marks

It is hypothesized that the thin-linear features observed
in the grain size maps of Fig. 9 correspond to furrows caused
by fishing gear dragged over the seafloor. Beam trawlers
were witnessed during the November 2004 acoustic survey,
and are known to operate regularly in this part of the North
Sea. The hypothesis is corroborated by a morphological map
(not shown) produced by means of the multibeam echo
sounder operated during the same survey. This map shows a
crisscross of “plough marks” normally associated with trawl-
ing, some of which precisely match the coordinates of the
thin-linear features in Fig. 9. A closer examination of the
Cleaver Bank 38 kHz data reveals that the echo energy in
some furrows rises to as much as 10 dB above that of the
surroundings. It is also observed that the excess energy is
carried by the initial bottom return and that the energy in the
echo tail is not noticeably altered. The energy rise is also
pronounced at 200 kHz, whereas it is only weakly present in
the 12 kHz data.

Research on the physical effect of beam trawls on the
seafloor has shown that the penetration depth in sandy sedi-
ments is typically of order 5 cm.””?® There is a large spread
in reported lifetimes of the plough marks, which may last
from less than one day to over one year,zg’30 depending on
the environment, type of fishing gear, and the method of
monitoring. A record of beam trawl disturbance in another
part of the North Sea®' shows that the surface roughness in a
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fishing sector characterized by sand waves and some ripples
was reduced, but that the particle size distribution was not
altered. Similar conclusions were obtained for an experiment
in the Adriatic Sea.”> A recent cruise in the Bering
Sea™revealed mean grain size changes of only ~0.02 phi
units before and after experimental trawling on a sandy sea-
floor. The dramatic increase in the echo energy during the
Cleaver Bank 2004 survey suggests that the trawl force not
only flattens the surface, but that it may also compress the
top layer. Alternatively, upwhirling surface particles may be
carried away by currents to deposit elsewhere, promoting the
more tightly packed subsurface layer to the new top layer.
Destruction of the impedance gradient could thus account for
the increased acoustic mismatch. Although the explanation
of the plough mark acoustics is not central to the present
paper, their pronounced acoustic fingerprint at least illus-
trates the importance of the condition of the sediment top
few centimeters on the normal-incidence reflection coeffi-
cient.

V. CONCLUSIONS

In previous work, empirical relationships were used to
transform measured reflection coefficients of a low-
frequency sonar into sediment mean grain size." A central
assumption was the applicability of the Rayleigh reflection
coefficient, describing a discrete interface between two ho-
mogeneous media. In the present paper it is shown that this
assumption is no longer valid at higher frequencies of, say,
10 kHz and beyond. A considerable improvement in the
grain size conversion is obtained by allowing for the pres-
ence of a thin transition layer, within which the acoustic
impedance gradually changes from the water value to the
sediment bulk value. This impedance gradient is due to a
density gradient of order 5X 10* kg m™, which stretches
over a layer of only a few centimeters. A grain size mapping
algorithm that takes this impedance gradient into account is
applied to echo sounder data collected at three sites, and for
a total of five sounder frequencies in the 12—200 kHz range.
An overall improvement of several phi units is obtained over
an algorithm employing the Rayleigh model. Out of seven
data sets, the only one not to show an improvement is the
Cleaver Bank 66 kHz survey. Residual errors of ~2 phi units
between the acoustic and the ground truth grain size, even
with the gradient correction, are nonetheless still sizable,
which may point to incompleteness of the physical model or
to survey areas not adequately described by the employed
empirical relationships. It is finally shown that the acoustic
grain size prediction is irreconcilable with the ground truth if
a constant transition layer thickness is adopted. Agreement
requires the layer thickness to increase with a decreasing
grain diameter.
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A stochastic representation of environmental uncertainty
and its coupling to acoustic wave propagation

in ocean waveguides
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It is argued that a quantitative measure of incomplete environmental knowledge or information (i.e.,
environmental uncertainty) should be included in any simulation-based predictions linked to
acoustic wave propagation. A method is then proposed to incorporate environmental uncertainty
directly into the computation of acoustic wave propagation in ocean waveguides. In this regard,
polynomial chaos expansions are chosen to represent uncertainty in both the environment and
acoustic field. The sound-speed distribution and acoustic field are therefore generalized to stochastic
processes, where uncertainty in the field is interpreted in terms of its statistical moments. Starting
from the narrow angle parabolic approximation, a set of coupled differential equations is derived in
which the coupling term links incomplete environmental information to the corresponding
uncertainty in the acoustic field. Propagation of both the field and its uncertainty in an isospeed
waveguide is considered as an example, where the sound speed is described by a random variable.
The first two moments of the field are computed explicitly and compared to those obtained from
independent Monte Carlo solution of the conventional (deterministic) parabolic equation that

describes the acoustic wave properties. © 2006 Acoustical Society of America.

[DOL: 10.1121/1.2335425]

PACS number(s): 43.30.Re, 43.30.Ft, 43.20.Mv [DRD]

I. INTRODUCTION

Numerical simulation of acoustic wave propagation in
ocean waveguides has served as an indispensable tool for the
exploration, interpretation, and prediction of acoustic field
properties in complex ocean environments. An application of
simulation techniques to predict field properties or the sub-
sequent effect of these properties on sonar system perfor-
mance represents a particular example of simulation-based
prediction. The validity of simulation-based prediction de-
pends, to a large extent, on the assumption that either all
environmental information necessary for the solution of the
problem is known or, if this information is only partially
available, that the resulting uncertainty in one’s knowledge
of the environment can be objectively quantified and in-
cluded in the result.' If neither of these conditions is satis-
fied, the prediction is flawed and conclusions or decisions
based on the results are of questionable validity. Since envi-
ronmental knowledge is always incomplete for acoustic
propagation under realistic ocean waveguide conditions, it
has recently been argued that a prediction of acoustic field
properties would benefit from the inclusion of a quantitative
measure of environmental uncertainty.z’3 The idea of embed-
ding uncertainty directly into the simulation framework and
elevating its status to a subject worth studying on its own
merits represents a paradigm shift in a wide range of
disciplines.“_6 The purpose of this paper is to describe a
rather general approach for the direct inclusion of environ-
mental uncertainty into the dynamical formulation of acous-
tic propagation, with the goal of improving simulation-based
prediction of the acoustic field. An example of the method is
given for a simple stochastic waveguide environment in or-

J. Acoust. Soc. Am. 120 (5), November 2006

0001-4966/2006/120(5)/2567/13/$22.50

Pages: 2567-2579

der to illustrate the approach in a setting where numerical
implementation issues are not a significant factor. Before dis-
cussing a method for the objective assessment of environ-
mental uncertainty and its subsequent effect on the acoustic
field, the term ‘“‘uncertainty” and the phrase “environmental
knowledge” need some elaboration.

A general, rigorous definition of uncertainty is rather
difficult to present even though one has an intuitive sense of
the term’s meaning in the above comments. An informal and
somewhat more restrictive definition is relevant for this dis-
cussion: uncertainty, in the context of simulation-based pre-
diction, represents the lack of complete knowledge (informa-
tion) concerning a property or set of properties that must be
specified in order to model and simulate a physical system.
The system addressed here is comprised of an acoustic field
and the waveguide environment that supports the propagat-
ing field. In a simulation of acoustic wave propagation, the
representation of, say, both the sound-speed field and
bathymetry by correlation functions or power spectra is an
acknowledgment that complete information about the system
response is not known. The spectra or correlation functions
then represent the current state of available knowledge about
the environment and can be used to place bounds on the set
of possible system responses that can be computed. One can
interpret the spectrum as a reflection of uncertainty in the
environmental description of the system, with the implica-
tion that a range of possible system responses should be
simulated in order to fully characterize the propagation con-
sistent with the available information. While the range of
possible simulated responses due to incomplete environmen-
tal information might be considered as a measure of natural
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variability, the source of this variability is an information
deficit rather than some physical mechanism governing sys-
tem behavior. Though there are features in common, one
should not consider natural variability in measured data as an
exact counterpart to uncertainty in simulation-based predic-
tion. A consequence of this uncertainty is to effectively in-
troduce additional degrees of freedom into the simulation,
and their effect on propagation should be taken into account
in simulation-based prediction schemes. In the following
sections a general method is considered for explicitly includ-
ing these additional degrees of freedom within the dynamics.
The emphasis is on the influence of environmental uncer-
tainty in the specification of the sound-speed distribution and
its subsequent effect on acoustic field propagation. The em-
phasis on sound-speed uncertainty covers a broad range of
practical scenarios commonly encountered in ocean acous-
tics simulation. A sound-speed distribution can be repre-
sented by the set of numerical values of the field on a dis-
crete computational grid over a time interval [#pisiar» ffinall»
during which the system dynamics is evolved. A simulated
acoustic field propagating through this distribution might ac-
cumulate significant natural variability in amplitude and
phase. Suppose, however, that the sound-speed information
is only partially specified at a subset of grid points and then
interpolated to other points on the grid or, instead, it is speci-
fied through second-order statistical information (correlation
function or power spectrum) where higher order information
is neglected (but not zero). In these cases environmental un-
certainty occurs in the specification of the sound-speed dis-
tribution and it should be reflected in a range of possible
simulated acoustic field responses, in addition to any natural
variability that can occur as the field propagates through the
waveguide.

It is important to note that uncertainty, as considered
above, is quite distinct from numerical errors that inevitably
arise when a mathematical formulation of a propagation
model is discretized, implemented on a computer, and solved
with finite precision arithmetic. Errors arising from this pro-
cessing have been studied in numerical analysis for over 50
years and constitute a rather mature subject area. Here it is
emphasized that, in addition to numerical errors, incomplete
knowledge of the waveguide’s environment may signifi-
cantly limit the ability to make valid predictions from the
results of numerical simulation unless the effects of environ-
mental uncertainty are included in the simulation process.

A probabilistic framework is described in the following
sections to quantify incomplete environmental knowledge
and the resulting uncertainty in the acoustic field. Probability
distributions are interpreted here as natural representations of
uncertainty. In this sense the system—comprised of both the
environment and the dynamics—Iloses its deterministic struc-
ture and is described probabilistically. Statistical moments
are considered appropriate quantitative metrics for describ-
ing uncertainty in terms of the spread of a distribution. While
moments are not a unique indicator of uncertainty, they are
chosen here because the first few moments of the acoustic
field have simple physical interpretations. It is therefore
natural to extend the notion of environmental parameters and
fields, treated deterministically in a single numerical simula-
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tion, and replace them with random variables and stochastic
processes that naturally include uncertainty. Note that this
generalization does not necessarily imply that the sound
speed and acoustic field are true stochastic processes but
rather, for the purpose of including uncertainty in the dynam-
ics, it is convenient to treat them mathematically as if they
were stochastic processes. In this manner, a probability-
weighted representation of possible sound-speed distribu-
tions is considered as well as the subsequent effect of these
distributions on the acoustic field (also probability
weighted). While the distinction between uncertainty and
variability becomes somewhat blurred in this view, it does
not affect the quantitative analysis presented here.

The approach represents these random variables and
processes explicitly in terms of stochastic basis expansions.
Doing so implies that the deterministic wave equation is re-
placed by a stochastic wave equation. The solution of this
equation yields the stochastic process representing the acous-
tic field; statistical moments of the field can be computed
directly from the solution. Additional complexity is involved
in solving a stochastic differential equation, but it is miti-
gated by several factors that may yield potential advantages
over alternative approaches for obtaining moments of the
acoustic field, such as Monte Carlo sampling7 and moment
equation methods.>’ Below, a brief comparison is made be-
tween these well-known methods and the formulation dis-
cussed in the following sections.

Monte Carlo techniques are commonly applied to a de-
terministic wave equation whose parameters and/or fields are
specified by repeated sampling from probability distributions
on these quantities in order to obtain members of an envi-
ronmental ensemble. Using members of the ensemble, mul-
tiple deterministic realizations of the acoustic field are com-
puted from the equation and then postprocessed to obtain the
moments. The basic methodology is relatively straightfor-
ward and can be applied to any wave equation describing the
acoustic field. One problem with this approach is that large
numbers of realizations are required and the rate of conver-
gence is slow because it follows the law of large numbers
with standard deviation proportional to 1/\R, where R is the
number of realizations.”'" In addition, the convergence is not
monotone. For relatively simple wave equations and envi-
ronments, the CPU time necessary to generate the set of
realizations is manageable. However, for complex problems
such as the case where the sound-speed distribution is deter-
mined directly from fluid dynamics computations, the CPU
time can exceed the capabilities of  modern
supercomputers.'0 The individual realizations give little di-
rect insight into the field statistics and must be further pro-
cessed to obtain the moments. The stochastic expansion ap-
proach using polynomial chaos (PC) basis functionals,
summarized in Sec. II, effectively includes all realizations of
the stochastic pressure field without resorting to explicit
sampling from probability distributions and the subsequent
computation of multiple solutions of the wave equation. This
method often yields comparable results that are several or-
ders of magnitude faster than those obtained from Monte
Carlo sampling.”’12 Individual realizations can be obtained
directly from the random process computed using the PC
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expansion approach. In contrast to a realization-based sam-
pling method, the compact formulation involving PC expan-
sions can be very useful for the analysis of multiple sub-
systems that are coupled together, with uncertainty in one
system transferred to another. An example is a three-
component model. In the first subsystem, environmental un-
certainty in the temperature and salinity distributions is in-
troduced into the fluid dynamic equations of motion and a
phenomenological equation relating sound speed to tempera-
ture and salinity. Uncertainty linked to the sound-speed dis-
tribution is then transferred to the second subsystem consist-
ing of acoustic propagation through the uncertain
environment. The third subsystem is comprised of signal
processing applied to the resulting stochastic acoustic field
received on a sensor array.

Introduced into ocean acoustics by Dozier and
Tappert,n’]4 moment equation formulations of wave propa-
gation develop separate evolution equations governing each
moment of the acoustic field rather than the field itself. A
number of different equations have been proposed for propa-
gating full field or modal moments, with each approach de-
pendent on several mathematical and physical assumptions
having varying degrees of generality and rigor. These efforts
have included, for example, both deeplS’15 and shallow'®!7%
water environments with formulations in terms of either full
field'™' or modal®*** moments. The complexity of these
equations typically increases with increasing moment order.
In contrast, polynomial chaos expansions compute the mo-
ments from the random process itself; the process is obtained
explicitly as the solution to a set of coupled differential equa-
tions that include both the propagation dynamics and cou-
pling between environmental and acoustic field uncertainties.
The moments are not directly propagated in the PC formula-
tion, but are obtained indirectly through this solution, and
separate equations for the individual moments are not neces-
sary. From the point of view of simulation-based prediction,
the moments derived from the polynomial chaos method are
interpreted as measures of the effect of environmental uncer-
tainty on acoustic field structure, rather than as measures of
natural variability associated with the field. The compact
form of the solution allows for some flexibility in both addi-
tional manipulation and further analysis; as mentioned
above, such a manageable representation is quite useful
when analyzing a system in which uncertainty is transferred
between subsystems.

Polynomial chaos expansions are obtained from a theo-
rem in the theory of random processes under the major as-
sumption that the process in question is second order, i.e.,
has finite second moment. This assumption represents a very
reasonable property satisfied by a large class of physical sys-
tems. Truncation of the resulting infinite series expansions is
necessary for numerical computation, and ensures a form of
closure.” Information on the higher order moments is re-
tained in the truncated expansions. While these series expan-
sions provide the best approximation of the process (in the
sense of minimizing the mean-squared error) given the par-
ticular level of approximation, the implications of truncation
on the numerical accuracy and convergence rate for the mo-
ments depends on the type of problem, the random process to
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be approximated, and the choice of basis functional; these
issues are a subject of current research.”* The Markov ap-
proximation is not explicitly assumed in the polynomial
chaos formulation, though the correlation structure of the
medium plays an important role in determining the rate of
convergence.23 The polynomial chaos method can be consid-
ered as a mathematical formalism for representing uncer-
tainty though it does not introduce new physics into the
problem. Instead, all the physics and the coupling between
environmental uncertainty and the resulting acoustic field un-
certainty are present in a generalized “wave equation” for the
expansion coefficients that results from applying this formal-
ism.

Section II discusses the general theoretical framework
for polynomial chaos expansions. These expansions are ap-
plied in Sec. III to develop equations that describe propaga-
tion of the acoustic field in the presence of environmental
uncertainty, when propagation is approximated by the
narrow-angle parabolic equation. The equations are then
solved for the case of an isospeed stochastic waveguide, and
the results are compared to independent Monte Carlo esti-
mates of the first and second field moments obtained by
computing multiple field realizations from the deterministic
parabolic equation. Section IV presents a summary and con-
clusions.

Il. REPRESENTATION OF UNCERTAINTY IN TERMS
OF STOCHASTIC BASIS EXPANSIONS

This section describes a mathematical framework for
representing incomplete environmental knowledge and link-
ing it to uncertainty in the acoustic field. While the discus-
sion is not rigorous, enough details are presented so that the
generality of the method is clear and references to more rig-
orous presentations are included. Before considering stochas-
tic expansions, it is helpful to note that the representation of
random processes by stochastic basis expansions may be
considered as a generalization of the way one can represent
deterministic functions by polynomial expansions. The
Stone-Weierstrass approximation theorem® allows for the
expansion a square-integrable function f(x) in terms of a
complete set of basis functions (in this case polynomials in
the variable x). A monomial expansion is simply given by
f)=="_a,x". The monomials form a complete set of
functions in a Hilbert space. While these polynomials are not
orthonormal, they are linearly independent. The basis func-
tions can be made orthonormal by application of the Gram-
Schmidt procedure. For polynomials of more than one vari-
able, a deterministic multinomial expansion can be written as

a multiple sum with the general form f(x,,x,,",x,)
—_\'® myp my M
_Em]...mnamlmz...mnxl X2 xnn'

As mentioned in the Introduction, uncertainty is de-
scribed here within the framework of probability theory. The
approach assumes that uncertainty in the acoustic field is
attributed to incomplete environmental knowledge of the
sound-speed distribution, and can be quantified using the sta-
tistical moments of the field. Therefore, environmental pa-
rameters and fields are not described by numbers or deter-
ministic functions but rather in terms of random variables or
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stochastic processes. This description implies that the pres-
sure field is also specified by a stochastic process whose
moments carry information about the effect of environmental
uncertainty. A natural probabilistic method for describing un-
certainty has evolved from research in stochastic finite
elements®’ that builds on earlier mathematical work by
Wiener, who dealt with the problem of treating Brownian
motion as a stochastic process.28 His work introduced a par-
ticular type of stochastic basis expansion, termed polynomial
chaos expansions, to describe random processes. It is worth
mentioning that the word “chaos” was invoked by Wiener
before its more familiar use in nonlinear dynamics; the two
subjects, however, are independent of each other. The re-
search in stochastic finite elements significantly extended
Wiener’s original work by systematically applying polyno-
mial chaos expansions in a dynamical framework,”’ merging
these expansions with stochastic differential equationslo_12
and interpreting them in terms of uncertainty in the system
response.zg*31

Assume that the environmental parameters or fields are
describable by second-order random variables or stochastic
processes, i.e., they have finite variance. For generality, it is
convenient to define a probability space27’32 as a triple
(IT1,0,E), where II denotes a sample space (the set of all
elementary distinguishable outcomes of a random trial or
experiment), ® is an event space (or sigma-algebra) consist-
ing of a suitably restricted set of subsets of II, and E is a
probability (or probability measure) defined on all the sub-
sets in O. Let A O, i.e., 0 represents a possible outcome
(random event, realization) of an experiment associated with
0. The probability measure is a set function operating on ®
that assigns a probability to each event #=46,. In the context
of ocean acoustics, IT could represent the set of possible
complex pressure field values that can be measured in con-
tinental shelf environments throughout the year. An event
space ©® might then contain subsets of possible field values
that can be measured during the summer months off the
coasts of New Jersey and Oregon for a particular frequency
band and source level. The quantity 6= 6, then represents a
particular pressure distribution (realization) measured under
the above conditions, with a weighting or likelihood of oc-
currence determined by the probability measure =.

Let w(6) be a second-order process considered as a
function of the arbitrary event 6. A theorem in the theory of
stochastic processes33 states that one can always represent
this process as a series expansion, S(#), in terms of a com-
plete set of orthogonal random polynomials {®,,d
=1,2,...} that are functions of random variables fji(ﬁ) for
positive integers j;,j,,... . It will be apparent in what fol-
lows that including the quantity 6 is a useful notation for
distinguishing between stochastic and deterministic quanti-
ties. The expansion is guaranteed to converge to u(#6) in the
mean-squared sense,

(1(6) = SN(6)*) =0 as N— =, (1)

where Sy is the Nth partial sum of the series S and () repre-
sents an ensemble average with respect to a probability mea-

sure to be discussed shortly. Explicitly, the expansion for the
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second-order space-time process w can be written in the
27
form

p(r,1:60) = by(r.)®, + 2, by () ®y(&;(6)
J1=1
®
+ E 2 bjljz(",f)q)z(gjl(a)’§j2(0))
J1=1jp=1
© J1 2
+2 2 2 b

J1=1 =1 j3=1

(r.) (& (0).6,(0).8,(6) + -

1/2/3

(2)

The functionals @, are named the polynomial chaos of order
d, and specify a complete orthogonal basis in a Hilbert space
of second-order random variables.”” The polynomial chaos
are multivariate orthogonal functionals since they are func-
tions of the random variables fj[_ describing the uncertainty.
The sum in Eq. (2) is carried out according to the order d in
such a manner that lower order terms are evaluated first. The
word “order” refers to the highest power of the random poly-
nomials appearing in the basis functionals; it is not to be
confused with the use of the same word in the phrase
“second-order process.” Equation (2) describes a second-
order stochastic process as an infinite series expansion in
terms of sums of products of stochastic basis functionals and
deterministic expansion coefficients bh Jye Such a separa-
tion between stochastic and deterministic quantities is a spe-
cial case of a general result in the theory of second-order
stochastic processes, in which a spectral representation can
be found that separates the process into stochastic and deter-
ministic contributions.”” The series in Eq. (2) has been writ-
ten as a space-time process in which the coefficients contain
the space, r=(x,y,z), and time, ¢, dependence and the basis
functionals @, are independent of these variables. For the
example discussed here, the random variables fjl ,éjz,... are
linked to uncertainty in the sound-speed distribution. In prac-
tical applications, the infinite series representation in Eq. (2)
must be truncated to a finite number of terms for any order.
In general, if the highest order polynomial is d, then the total
number of expansion terms for an n-dimensional random
vector & will contain (n+d)!/n!d! terms.' "2

The basis functionals can be explicitly identified from
the Wiener-Askey class of multivariate orthogonal
functionals;12 these include (but are not limited to) the famil-
iar Hermite, Laguerre, and Legendre polynomials. Once the
deterministic expansion coefficients, bjljZ“" are computed,
Eq. (2) contains a complete probabilistic description of the
stochastic process and associated uncertainty. The set of sto-
chastic functionals {®,} forms a complete orthogonal basis
set in this Hilbert space in the sense that the ensemble aver-
age of a pair of basis functionals is given bylz’27

(D D,y = J@ D (HD(OW(EdE= (DY) Sy (3)

where W(§) is a probability density function defined through
E, and the integral is over the support of the random vector
§={§jl &, .}. The choice of density function or probability
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measure depends on the particular class of polynomial
chaoses'"'**’ chosen for the problem. The multivariate den-
sity function acts as a weighting factor on the random vari-
ables &, that characterize uncertainty in the system. For ex-
ample, if &, represents a multidimensional Gaussian random
variable, then the corresponding polynomial chaos basis
functionals are the Hermite polynomials and the weighting
(density) function W is a multidimensional Gaussian density
function. On the other hand, Laguerre and Legendre polyno-
mials are weighted by gamma and uniform distributions, re-
spectively. From the point of view of uncertainty and its
propagation through the system, the basis functionals link the
relative weightings of both the environmental and acoustic
field realizations that comprise the process, while the deter-
ministic coefficients limit the set of possible realizations
through the constraints imposed by the dynamics of wave
propagation. These points will be clarified in the next section
in terms of an example. Monte Carlo simulation represents a
special case of Eq. (2) where a particular realization or out-
come of a trial #=6, is selected.!” In effect, polynomial
chaos expansions allow for all possible realizations to be
computed simultaneously and described in a relatively com-
pact form. An equivalent determination of individual realiza-
tions using Monte Carlo sampling can be accomplished for
each 6, directly from Eq. (2), provided the coefficients are
known.

For notational convenience the series in Eq. (2) is writ-
ten in the simplified notation'*?’ M(e):Ejzochq(g( 0))
where a one-to-one mapping relates the terms in this expres-
sion with those of Eq. (2). This form will be used throughout
the text and involves a renumbering of Eq. (2) with the poly-
nomials of lower order counted first; except for the indexing
convention, A and ® are identical,lz’27 though note that ¢
does not generally represent the order of the expansion. For
example, a polynomial chaos expansion of order 3 and ran-
dom dimension 2 contains two random variables and a total
of ten terms. It can be written compactly in the form
u(r,t, 9)=Zz=0cq(r,t)/\q(§(6)), where the identification of
terms in this sum with those of Eq. (2) is given by e.g.,
c3A3=b,@ (&), c4A4=b1 1 P,(&1, 61, c7A7=D,1 D3(5, €1, 61,
etc. The bases A also satisfy the orthogonality relation given
by Eq. (3). An explicit example of the use of this polynomial
chaos expansion is given in Sec. III after dynamical equa-
tions are developed to link both environmental and acoustic
field uncertainty with propagation.

lll. UNCERTAINTY EQUATIONS IN THE NARROW-
ANGLE PARABOLIC APPROXIMATION

A. General formulation for arbitrary sound-speed
distribution

The mathematical framework discussed in the previous
section is applied here to develop equations for propagation
within an uncertain waveguide environment, where the
acoustic field is described by a narrow-angle parabolic ap-
proximation to the Helmholtz equation. In this approxima-
tion, the (deterministic) parabolic equation has the form™
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2ik(,ﬁ¢(r’z) + &2¢(};,z) +RANVA(r2) - Dr2) =0, (4)
or Jz

where the acoustic pressure P(r,z) in range r and depth z is
related to an envelope function ¢(r,z) by the relation
P(r,z) =2/ mk,r)e =T 4Vy(r,z) in the far-field ap-
proximation. The function N(r,z) is the index of refrac-
tion, c¢,/c(r,z), relative to a reference wave number k,
=w/c, and i=y-1. To account for environmental uncer-
tainty in the water column, the deterministic sound-speed
field is now generalized to a stochastic process by the
ansatz: c(r,z;0)=c(r,z)+dc(r,z;60). The function ¢(r,z)
describes the deterministic mean field; c(r,z;6) repre-
sents the stochastic contribution with 6 denoting an arbi-
trary element of ® containing possible realizations of the
sound-speed field weighted by the probability measure =.
For ocean acoustics problems the sound-speed perturba-
tions represented by dc are quite small relative to ¢, and it
is assumed here that <(%)2><1, where () denotes en-
semble average.

Substitution of ¢(r,z; 6) into the index of refraction, and
keeping only the first-order term in a binomial expansion of
the sound speed, gives

1 26¢(r,z;0)
nz(r,z;ﬁ)“ci{gz(r’z)<l_ E(r,; ﬂ

Therefore, Eq. (4) is generalized to the following stochastic
differential equation:

a(r,z;0)  Py(r,z;0) 2( 2 )
ik k -1 ,25 0
l 0 (9}" + (7Z2 + o Ez(r,z) 'ﬂ(’"Z )
2c22 6¢(r,z; )
-5 rz60=0. (5)

&(r,2)

Note that (r,z) = y(r,z; 0), because  is now a function of
the stochastic process 8c(r,z; 6). Assuming both the sound-
speed perturbation and the envelope function are second-
order stochastic processes, each process can be expanded in
terms of polynomial chaos basis functionals A(&(6)),

c(r,z;60) = 2, ay(r, ) AJ(&(0)), (6a)
5=0

Wr.z;:0) = 2 v,(r.2)A(£0)), (6b)
q=0

where a(r,z),y,(r,z) are the deterministic uncertainty coef-
ficients for the sound speed and envelope processes, respec-
tively. Substituting Egs. (6) into Eq. (5), multiplying the re-
sult by A,(&(6)), and projecting onto this basis by ensemble
averaging each term yields
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It is assumed for the forward problem that the stochastic
process describing the uncertainty in the sound-speed field is
known or can be estimated from data (i.e., the coefficients «
are known). By applying the orthogonality condition on the
chaos basis functionals [Eq. (3)] to the terms in Eq. (7), one
then obtains an infinite set of deterministic, coupled partial
differential equations for the uncertainty coefficients of the

envelop ﬁeld,3
2
+ k2|: CO _
’Le(r2)

ay(r,2) v, (r,2)(A AN = 0.

dy(r,z) + 5271(”’2)

2ik
o™ oy z*

1:| 7l(r’z)
2042 -

G Z)<A2>qzo 32:3
(8)

The last term in Egs. (8) represents the coupling of uncer-
tainty between the sound-speed distribution and the envelope
function determining the acoustic field. These coupled equa-
tions are rather general, describing the propagation of the
envelope and its associated uncertainty constrained by both
the dynamics imposed by the narrow-angle parabolic equa-
tion and the stochastic sound-speed environment. The par-
ticular propagation characteristics included in the formula-
tion (e.g., scattering, dispersion, and attenuation) depend on
the choice of wave equation and boundary conditions. Solv-
ing Egs. (8) for the uncertainty coefficients (r,z)
=[v,v,..., V-] completely determines the process de-
scribing the stochastic pressure field and its corresponding
uncertainty, since

[2
P(r,z;6) = o=y, z; 6)
Tk, r

o

[ 2 . -
= 71-korel(kor—(ﬂ'/@)(E) yq(r,Z)Aq(g( ). 9)

Note that the dummy index [ in Eq. (8) has been replaced
here by the dummy summation index ¢ in Eq. (9).

B. Solution for the stochastic acoustic field in an
isospeed waveguide

An analytic solution of Eq. (8) together with several
moments of the acoustic field are computed here for an ide-
alized stochastic waveguide in order to illustrate the theory.
An isospeed environment with a pressure release surface and
a rigid bottom is considered, in which the sound-speed field
is chosen to be a Gaussian random variable. This environ-
ment is shown in Fig. 1 for a waveguide of water depth D
with a source located at a depth z; below the surface. A
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P(r,z=0)=0

c=c+déc=c+0ot D

aP(r,z)‘

FIG. 1. Spatially homogeneous stochastic waveguide environment used in
the analysis. The boundary conditions on the surface and bottom are pres-
sure release and rigid bottom, respectively.

stochastic waveguide is equivalent to a family of determin-
istic waveguide environments™ where each member corre-
sponds to a single realization of the sound-speed field and
the likelihood of any realization is determined by a probabil-
ity distribution. In this particular case each member is drawn
from a Gaussian distribution. While the model does not rep-
resent a realistic waveguide environment, its simplicity al-
lows us to compute the moments explicitly and illustrate the
methodology in a transparent manner without the additional
complexity of dealing with numerical issues related to Egs.
(8). Numerical solutions of Eqgs. (8) for spatially varying
sound-speed environments are beyond the scope of this pa-
per.

The Gauss-Hermite functionals will be used as the spe-
cific bases in the polynomial chaos expansions to describe
both the stochastic acoustic field and sound-speed distribu-
tion. This is not an essential choice and different basis sets
could be used, for example, to separately specify the envi-
ronment and acoustic processes. While convergence of the
series expansion in Eq. (2) is assured for second-order
processes,lz’33 the rate of convergence is dependent on the
choice of basis for a given environment. For a single random
variable £ the Gauss-Hermite polynomials, A, (&)— H,(£),
satisfy the orthogonality condition

J eEH(OH,(Odg=m"2"n 1 8, (10)

—00

for integer n and with W(§)=e‘§2. Isospeed sound-speed per-
turbations &c are represented here as a zero-mean, Gaussian
random variable with unit variance, £€~N(0,1). The sound-
speed distribution can then be expressed by c(r,z)=>c=¢
+0é, where o is the standard deviation of the sound-speed
fluctuations. This implies that the PC series representation
[Eq. (2)] reduces to a one-dimensional expansion of order d.
Note that this dimensionality does not refer to the number of
space dimensions in the problem; here, a two-dimensional
waveguide is considered so that the expansion coefficients
are functions of both range and depth. The Gauss-Hermite
polynomials need to be scaled since the weighting function
appearing in Eq. (10) does not represent a unit variance dis-
tribution. Replacing & by £/?2, the scaled basis functions,
denoted Py He,(£), can be written in the form He,(¢)
=(27"2/\\n")H,(£/\2). Using Eq. (10), this choice of PC
basis functional satisfies the orthonormality condition
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¢ He,(£)He, (§)dE= 8,y

—00

(He(&)He, (8) = ——
N2
(1)

consistent with the random sound-speed perturbation having
zero mean and unit variance. The condition expressed in Eq.
(11) is a particular case of Eq. (3) for which the basis func-
tionals have been normalized to unity. These basis function-
als can be determined explicitly from the recursion relation

§H€ (f)—\/”l Hen+1(§)+\nHen l(g (12)
subject to the constraints He_;=0,Hey=1. This expression is
obtained using the recursion relation®®* for H,(¢) and its
relationship with He (&) given above. The first few orthonor-
mal Gauss-Hermite functionals for one-dimensional polyno-
mial chaos of order n=1,2,3 are then given explicitly by

2_1 3_3
He(®)=£ He(®==r. He®=2% (13)
V2 V6

By substituting the Gauss-Hermite bases into Eq. (6a), the
sound-speed perturbation term can be written as dc=«,He,
+aHe ++--=0&. Only the second term survives with the
identification of «; as the standard deviation, o, of the per-
turbation consistent with the N(0,1) assumption. Substitut-
ing this nonzero term into Eqgs. (8) eliminates the sum over s
and gives the following set of coupled equations for the /th
uncertainty coefficient:

2
2it, 2, ﬁz?ﬁZ’Z) kiL— - 1} y(r.2)
20420
_3C<‘;_IUZ>E Yq(r Z)<Heq§Hel> 0. (14)

Using Eq. (11) and Eq. (12), the ensemble averages appear-
ing in the coupling term can be explicitly computed, with the
result that any v, is determined by the partial differential
recursion equation

J (r,z) Py(r,z) -
21k, WD) s Dy = BN (2
ar 0z
_E\‘J’l+ 1'}/]+1(V,Z)=0, (15)
where D=£k*((c2/c%)—1) and E=2c%k>0/&. Tt is convenient

to write this equation in vector-matrix form for 7,
Jy Py
2ik,— +— +|A]y=0, 16
Ik, or 0z [Aly (16)

where the uncertainty coupling matrix [A] is symmetric and
tridiagonal. For a sixth-order expansion the matrix is given
explicitly by
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D -E 0 0 0
_E D —\2E 0 0
0 -2 D -\3e 0 0
[A]= =
0 0 -3E D -2 O
0 0 0 -—2E D -5
0 0 0 0 -\5¢ D

(17)
The off-diagonal components represent the “magnitude” of
the environmental uncertainty since these matrix elements
are functions of o. In general, [A] is a function of spatial
coordinates associated with the sound-speed field c(r,z).
This is clear from Egs. (8) and prevents an analytic solution
in cases of arbitrary sound speed. However, Eq. (16) has
constant coefficients by virtue of the assumed independence
of ¢+ dc on position and it can be solved exactly by perform-
ing a similarity transformation to diagonalize the coupling
matrix.”’

Define [G]=[{g,}.{g,}...] as the eigenvector matrix as-
sociated with [A], where the jth column vector {g;} repre-
sents the jth eigenvector. Multiplying Eq. (16) on the left by
[G]™!, the inverse of the eigenvector matrix, and using the
identity matrix [G][G]™'=1, an uncoupled vector differential
equation for the transformed uncertainty coefficient vector
¥=[G] 'y is obtained,

iy Iy
2ik, — + —5 +[Q]y=0. 18
l‘)ar+az2+[ 1 (18)

The diagonal matrix [Q]=[G] '[A][G] contains the eigen-
values A={\|,\,,...} of [A]; since the coupling matrix is
real and symmetric, the eigenvalues are also real. The solu-
tion of Eq. (8) for this simple ensemble of environments now
reduces to solving Eq. (18) for each transformed uncertainty
coefficient ¥(r,z) and performing an inverse operation to
obtain 7(r,z). These latter coefficients determine the sto-
chastic pressure distribution through Eq. (9). The /th trans-
formed coefficient satisfies a narrow-angle parabolic equa-
tion of the form

Zk_l+
07Z

+)\m 0; [=0,1,2,..., (19)
subject to initial and boundary conditions. The solution of
Eq. (19) for 9, can be obtained by a separation of variables
where ¥,(r,z)=R(r)Z(z). Substituting this product into Eq.
(19) leads to a solution of the form

3(r,z) = C[Asin(sz) + Bicos(sz)]e! ™o, (20)

where £= \’)\1 7. The separation constant, 7, and A,,B,,C,,
are determined by the boundary and initial conditions. The
boundary conditions can be obtained by starting with the
relationship between the stochastic acoustic field and the
envelope function. Using Eq. (6b) and Eq. (9), the pres-
sure release surface condition leads to the result P(r,0)
=\2/ mk,re'*or= (TS y(r,0)He,(£€)=0. For arbitrary &,
this implies that y,(r,0)=0. Note that the dummy index ¢
has been replaced here by the dummy index /. Similarly,
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the rigid bottom condition gives [dy,(r,z)/dz].-p=0. The
boundary conditions on the transformed coefficients can
be obtained by using the corresponding vector forms and
multiplying them on the left by [G]~!. For arbitrary I,

¥(r,0)=0, (21a)
lM =0. (21b)
Iz L.p

Applying the constraints specified in Egs. (21) to Eq. (20)
forces él to vanish. The function ¢ is restricted to the discrete
set of values 2m—1)(w/2D),m=1,2,...,M, where m is
limited to those M integers that satisfy the constraint y
=sin™!(k,/k) = 15’, consistent with the narrow-angle approxi-
mation. The separation constant is determined from &, and
after the depth-dependent modes in Eq. (20) are normalized
to unity, one obtains the following result:

M
2 mz

y ,Z) = - Cm i 2m—1)—

Yi(r.z) \/;Z,l ]sm{( m )ZD]

X eULNL@m = D(@2D) 2]}k, (22)

where the constant C,,; is to be computed from the initial
condition and the additional subscript anticipates a depen-
dence on mode number. A Gaussian starter field is consid-
ered for the initial condition,38 so that the envelope evaluated
at the range origin is given by

(0,2) = ke k=", (23)

To apply the initial condition, the inverse transform is ap-
plied to the vector 9:9=[G]y, where the components of ¥
are given by Eq. (22). Each v, is therefore a linear combina-
tion of ¥, weighted by the eigenvectors of the coupling ma-
trix [A]. Equating the polynomial chaos solution [Eq. (6b)]
for ¢(r,z;0) with Eq. (23) at range r=0 yields
Eleoy,(O,z)Hel(§)=\/k_oe‘<k(2)’2)(z‘20)2. Explicitly, one obtains

L L B M .
E [2 8l \/gm}::] CmuSin<(2m - 1)5) :|H€1(§)

=0 | u=1
- \,rkroe—(k(zﬁ)(z - 10)2’ (24)

where L is the number of terms (i.e., order) retained in the
truncated polynomial chaos expansion. Limiting the series
representation of the random process to a finite number of
terms introduces a truncation error in the estimation of the
field moments.”* The above equation can be solved for the
coefficients C,,, by first multiplying Eq. (24) by He, and
ensemble averaging both sides. Noting that on the right-hand
side (He,)=(He He)= 0,

L 2 M
7z
— C, sinl 2m—-1)—
S22 6 [<m )w}

2
- V/k_oe—(ko/2)(z - z(,)zgro’ (25)

Multiplying Eq. (25) by another member of the orthonormal
set of eigenvectors, \2/D sin[(2m’'—1)(7z/2D)], and inte-
grating over the waveguide depth yields
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c [2k,) (°
7z
rquu= — f i |: 2 _1 _:|
Elg ol sin| (2m )2D

X e—(k§/2)(z - Zo)zdz} 5. (26)

Operating on Eq. (26) with [G]™! gives the coefficients in the
form

[2k,
Cmu = Eaulr(mszo)a (27)

where a,; represents the uth element of the inverse of the
first eigenvector and I'(m,z,) is the definite integral in Eq.
(26). Substituting Eq. (27) into Eq. (22) gives the explicit
solution to Eq. (19) for the uth transformed uncertainty co-
efficient,
| M
) =20, 3 r(m,z,,)sin[(zm - 1);—;}

m=1

x il NL@m = 1)(w2D) ]2 ]r}i2k, (28)

Finally, the stochastic pressure field is obtained in the far
field using Eq. (9) and Eq. (28),

P(r Za) ~ 1/ 2 ei(kar—(ﬂ'/4))
” wk,r

(4

o o
X [E gqm(r,z)]Heq(f( 0)), (29)

q=0 [ u=0

where the quantity in brackets is yq(r,z) and Q is the chosen
truncation order.

C. Comparison of the polynomial chaos solution
with Monte Carlo results

A comparison is now made between the analytic solu-
tions for the first two statistical moments obtained from Eqs.
(28) and (29), and independent Monte Carlo computations.
The latter are based on computing multiple realizations of
the acoustic field using the analytic solution of the determin-
istic parabolic equation given by Eq. (4). A comparison of
Eq. (4) with Eq. (19) indicates that separation of variables
can also be applied to solve Eq. (4). The resulting solution of
the deterministic narrow angle equation, Py, is then given
by

M
Pl =e-f<ﬂ’4>\/%<l%>2 r(m,%)sin{(zm— 1)%}

m=1
X! ([#-r@m- 1)(#2/2D)]2—k5]/2k0+k0)r' (30)
where k= \ykf+k§ is the total wave number and Eq. (30)

was obtained using both the same boundary /initial condi-
tions and narrow-angle constraint on the number of modes
that was discussed above for the polynomial chaos solu-
tion. The comparison involves the first and second-order
moments of the field computed at frequencies of 50 and
300 Hz. The Monte Carlo estimates of the moments are
obtained from Eq. (30) in the standard manner, drawing
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3000 realizations of the sound-speed field from a Gauss-
ian distribution with ¢=1500 m/s and o=5 m/s. A source
depth of z,=40 m and waveguide depth D=200 m are used
in the computation. The polynomial chaos estimate of the
moments incorporates the same values of ¢, o,z,, and D.
With the Gauss-Hermite basis functionals, acoustic field
moments based on the polynomial chaos expansion are com-
puted from Eq. (9), noting that the envelope is given explic-
itly by the double summation in Eq. (29). The coherent mean
field (P(r,z;6)) is obtained by ensemble averaging both
sides of Eq. (9) and using Hey(£)=1 in conjunction with the
orthogonality condition (He He,)= J,9. The result is

2 .
(P(rz:0) = — re’(kor_(”/4))70(r,z). (31)

[

The autocovariance, R,,, which includes the field variance as
a special case, is defined by the expression

R, (r1,21372,20) = [P(r1,21560) = (P(r1,21:6))]
X[P(ry22:0) = (P(rp.z0: 0], (32)

where * denotes complex conjugation. Substituting Eq. (9)
and Eq. (31) into Eq. (32) and invoking orthogonality of the
basis functions gives

R,,(r1,213712,20) = etkolni=r2)
Tk N1 1)

Q

XE )’;("1’11)7{;(”2’12) (33)
g=1

for the autocovariance of the pressure field between points 1
and 2. Note that the sum in Eq. (33) starts at unity rather than
zero. The field autovariance for any (r;=r,,z,=2,) is a spe-
cial case of Eq. (33) and can be written concisely as

Q

2
R, (r.z;r,2) = EE ly,(r.2) 7. (34)

o' g=1
When the ensemble mean in Eq. (31) is negligible,
10log R ,,(r,z;7,2) gives an unreferenced estimate of co-
herently averaged transmission loss. Figure 2 shows the
magnitude of the coherent mean field over a range of
20 km computed from Eq. (31) for both frequencies. The
black curve in each case corresponds to the Monte Carlo
estimate of the magnitude of the first moment obtained
from 3000 realizations using Eq. (30), and the number of
terms Q in the truncated polynomial chaos expansion is
Q=50 for the 50-Hz case and Q=400 for the 300-Hz case.
Coherence degradation occurs at a shorter range for the
300-Hz case (containing 21 modes) relative to the 50-Hz
case (with three modes). First moment estimates using
polynomial chaos expansions are in excellent agreement
for both frequencies, with discrepancies for r>16 km at
50 Hz and near ranges 8.5 and 18 km at 300 Hz. The au-
tovariance is illustrated in Fig. 3 for both frequencies. The
comparison is again very good with Q=50 for the 50-Hz
case and Q=400 for the 300-Hz case, though a discrep-
ancy exists at a range of about 18 km for propagation at
both frequencies.The errors may be related to a conver-
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FIG. 2. Comparison of the magnitude of the first moment (coherent mean)
of the stochastic pressure field, using polynomial chaos expansions and
Monte Carlo sampling: (a) for 3 modes at 50 Hz; (b) for 21 modes at
300 Hz.

gence issue linked to truncation of the series representa-
tion in Eq. (29). Some additional comments on this point
are given after the results for the autocovariance are pre-
sented.

The normalized autocovariance was computed from Eq.
(33) for a fixed depth slice where (r;=5 km,z;=40 m,r,z)
and is presented in Fig. 4. Polynomial chaos results are again
in excellent agreement with those using Monte Carlo-based
realizations for 50 Hz, though an additional correlation oc-
curs in the 300-Hz example at a range of about 14 km. Simi-
lar results are found for other range/depth choices (not
shown). Because the PC expansion can be viewed as a gen-
eralized spectral expansion,“‘27 this spurious correlation,
identical in form to the correct one located at a range of
5 km, is tentatively interpreted here as a form of wraparound
caused by the series truncation to a finite order. Other com-
putations (not illustrated) show that the location of these
peaks changes as a function of the number of terms in the
expansion. When Q is increased, the distance between the
true correlation and the spurious contribution increases. Fur-
ther work is needed to examine this source of error.
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FIG. 3. Comparison of the autovariance of the field using polynomial chaos
expansions and Monte Carlo sampling: (a) for 3 modes at 50 Hz; (b) for 21
modes at 300 Hz.

D. Application of polynomial chaos expansions
in realistic environments

It appears that a fairly high-order chaos expansion is
necessary to achieve a good comparison with moments inde-
pendently computed through Monte Carlo sampling, consid-
ering the simple structure of the waveguide environment
used in the above example. A recent analysis of one-
dimensional propagation in unbounded random media”® indi-
cates that, in the case where the spatial correlation length of
the medium is infinite (corresponding to the isospeed case
discussed here), the convergence of the PC expansion is non-
uniform in range and a significant number of terms are nec-
essary for convergence of the truncated series. However, for
media with finite correlation lengths, such as those found in
typical ocean waveguides, that analysis predicts that the
number of terms necessary for convergence decreases
signiﬁcantly.23 The convergence rate in both cases depends
on both the correlation length and the strength of the sound-
speed perturbations. The example considered in Secs. III B
and III C involves bounded multipath propagation in a two-
dimensional waveguide and, while idealized, has the advan-
tage of being both analytically tractable and illustrative of
the general methodology. On the other hand, in light of the
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FIG. 4. Comparison of the normalized autocovariance of the field using
polynomial chaos expansions and Monte Carlo sampling: (a) for 3 modes at
50 Hz; (b) for 21 modes at 300 Hz.

above comments the example would appear to present a par-
ticularly difficult case for polynomial chaos expansions due
to the infinite correlation length assumed for the medium.

In the remainder of this section a brief outline of an
application of polynomial chaos expansions to a more real-
istic ocean environment is presented, with details left to a
future analysis. The problem considers a linear, spatially dif-
fuse internal wave field in a horizontally stratified ocean
waveguide. A sound-speed perturbation, c(x,y,z,t), pro-
duced by the internal wave field is presumed to be specified
by a zero mean random field related to a water particle’s
random displacement, A(x,y,z,?), from its equilibrium posi-
tion. This relationship is given by the expression3

bc(x,y,z,1) = AN*(2)A(x,y,2,1). (35)

In this equation, A is a constant and N(z) is the (determinis-
tic) buoyancy frequency.

It is assumed that the expansion in Eq. (6a) describing
the sound-speed perturbation as a stochastic process is
known when solving the forward problem, i.e., computing
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the pressure field from Egs. (8) and (9). It was assumed
earlier that 6c was characterized by a single random variable
& Realistic ocean environments have finite correlation
lengths and this leads to a more complex expansion. If the
correlation function is known or can be estimated, another
form of stochastic expansion may be used to specify dc as a
random field in terms of a set of uncorrelated random vari-
ables {¢,,...,&,}. The Karhunen-Loeve expansion®’ (also
known as principle component analysis or empirical orthogo-
nal function expansion) of the sound-speed perturbation can
be written as

8c(x,y,2,130) = ANX2) D) W O)fn(63,2.8),  (36)

m=0

where \,, and f,,(x,y,z,1) are the eigenvalues and eigenfunc-
tions, respectively, of the particle displacement correlation
function. This function is related to the sound-speed correla-
tion function by

(6c(x,y,z,0)6c(x,y",2",1"))
= A’N*(DN* (2 (A (x,y,z.)A ',y z,t)), (37)

where 6 has been dropped from the notation. Note that both
Sc and A are wide-sense stationary in x,y and ¢ but not in
depth. A series of the form in Eq. (36) is optimal in the sense
that the mean-square error that results from truncating the
sum is minimized for any number of terms retained. The
random particle displacement can be expressed explicitly as
a linear superposition of internal wave modes with random
amplitudes40

Ax,y,z,1)

=2 2 D Gl kym)W,, (k,2)e kerrhy=olkmn = (38)

ky ky om

In this expression, W,, are depth-dependent internal wave
eigenmodes, k is the horizontal wave number, and G corre-
spond to a set of zero-mean Gaussian random variables re-
lated to the spectral density of the internal wave field, E, of
the mth mode by E(kx,ky,m)=<G(kx,k),,m)G*(kx,ky,m)).
The dispersion relation between wave number and frequency
is given by w(k,m). It can be shown'? that the eigenfunctions
f., in Eq. (36) are given by W, (k,z)e/k+ky=ekmd and the
eigenvalues are given by components of the spectral energy
density of the internal wave field, E(k,,k,,m). With these
identifications, Eq. (36) can be used instead of Eq. (6a) to
derive a set of uncertainty equations where the sound-speed
perturbations are linked to a linear stochastic internal wave
field. The polynomial chaos expansion in Eq. (6b) is still
employed as a generic expansion for the envelope field; the
resulting series solution for the envelope field is guaranteed
to converge for a second-order process, though the rate of
convergence would depend on the choice of polynomial
chaos basis functionals. Note that while the envelope field is
a function of the &, it is not possible to choose a Karhunen-
Loeve expansion for the envelope field because the correla-
tion function of the envelope is unknown for the forward
problem. The number of terms in the sum needed to specify
Oc depends on the correlation structure of the sound-speed
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distribution; spatial scales of the distribution are embedded
in f,,. The eigenvalues weight the importance of the spatial
scales included in the uncertainty computation, with the
number of terms retained in Eq. (36) determined by the
(monotonic) decay rate of the eigenvalues which, in turn,
depends on the correlation structure.'’ Two general limiting
cases are worth noting: more terms are required in Eq. (36)
as the process approaches white noise, while typically only a
few terms are necessary for smoothly varying processes, and
at the lower limit a spatially uniform field is described by
one term. The latter limiting case corresponds to the detailed
example discussed earlier. It is expected that a relatively
high-dimensional chaos expansion would be required, de-
pending on the spatial frequency band of interest chosen for
the internal wave spectrum. On the other hand, based on
previous applications of the method it is presumed that a low
order is probably sufficient.'"**3" The resulting uncer-
tainty equations would be solved numerically to obtain the
both uncertainty coefficients and the moments.

IV. SUMMARY AND CONCLUSIONS

Simulation-based prediction involves a complex scien-
tific hypothesis in which uncertainty plays a central role.
This paper offers a solution to the problem of how statistical
characterization of incomplete environmental knowledge can
be included within the framework of simulation-based pre-
diction. A dynamical formulation of the problem is presented
using a probabilistic approach that leads to stochastic, rather
than deterministic wave propagation when uncertainty is in-
cluded and associated with the sound-speed distribution. En-
vironmental uncertainty linked to sound speed is explicitly
coupled to the corresponding uncertainty in the acoustic field
and effectively “propagates” through the waveguide along
with the field. Measures of the spread of the acoustic field
distribution (i.e., statistical moments) are interpreted as
quantitative estimates of the effect of environmental uncer-
tainty on acoustic field structure. Polynomial chaos basis
functionals are chosen to represent incomplete knowledge of
both the sound speed and acoustic fields, and a set of
coupled, deterministic partial differential equations are de-
rived for the expansion coefficients describing the stochastic
acoustic field. An alternative method for including incom-
plete environmental information in the dynamics of wave
propagation takes a different probabilistic approach, making
use of Bayesian inference to describe uncertainty.

The equations are solved exactly for the special case of
an isospeed stochastic waveguide within the narrow-angle
parabolic approximation and where the variance of the
sound-speed fluctuations is small. The sound-speed field is
treated as a Gaussian random variable, and Gauss-Hermite
functionals are used as a specific example of PC expansion
bases. The results for the first two moments are compared to
the same moments independently estimated by Monte Carlo
analysis of the deterministic narrow-angle parabolic equa-
tion, and show that the truncated polynomial chaos expan-
sions reproduce the Monte Carlo estimates of the moments.
It should be emphasized that the general method is not lim-
ited to either a single source of uncertainty or to the assump-
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tions used in the example from Secs. III B and III C. Distri-
butions of sound speed with finite spatial correlation lengths
should yield good results with far fewer terms in the poly-
nomial chaos expansion than are needed here. With spatially
varying environmental distributions, uncertainty coefficients
can be computed numerically from Eq. (8).

Conventional wisdom would say that adding more phys-
ics and/or decreasing the grid resolution would lead to better
predictions and decreasing uncertainty. However, there are
several reasons to question this conclusion. The additional
physical parameters or fields may be incompletely specified
as mentioned in the Introduction, and this might lead to
poorer quality predictions from simulation. Increased spatial
and temporal resolution, by itself, may not improve
simulation-based prediction unless the physics at those scales
is properly incorporated. Uncertainty in the physics at small
spatial and temporal scales that is not explicitly modeled can
adversely affect the predictionséu’43 by propagating, via the
system dynamics, to larger scales of interest. Polynomial
chaos expansions may play a significant role in relating un-
certainty at different scales, since the expansion coefficients
are functions of the space-time correlation structure of the
medium."' In addition, it is not clear that more “complex”
models (i.e., those that include additional physics but do not
incorporate uncertainty) have a better predictive capability
than simpler models that include uncertainty in their compu-
tations. It is possible that embedding a polynomial chaos
representation of uncertainty within a relatively simple envi-
ronmental description of an ocean waveguide may have a
better simulation-based predictive capability than a model
containing a very detailed environmental representation but
without the inclusion of uncertainty in that representation.

The polynomial chaos basis expansion method is one
approach for developing a unified theoretical formulation of
uncertainty within a strong mathematical framework. It
forms a natural foundation for a dynamical formulation of
environmental uncertainty and its inclusion into the dynam-
ics of wave propagation, though additional research is
needed to address both the numerical issues associated with
truncated expansions and applicability of the method to more
realistic waveguide environments.
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Scattering from the mixed layer base into the sound shadow
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Long-range sound transmissions in the ocean are largely controlled by the SOFAR wave guide. The
agreement between the measured and predicted arrival patterns is generally excellent, except for an
observed extension downward by many hundreds of meters from the lower caustics into the deep
sound shadow. The deepening of early arrivals is proposed to be associated with the sharp transition
zone marking the lower boundary of the surface mixed layer. This mixed layer base (MLB) is
distorted by internal waves. Multiple collisions of the ray-like acoustic transmission with the wavy
MLB lead to a mean deepening of the lower caustics of 2'y;102%35 m per collision, where
¥.=(1/C)dC/dz=1.13X 1072 km™! is the (fractional) abyssal adiabatic sound speed gradient and
0?=2X107* is the variance in MLB slope. There are typically 20 such collisions in a 1000 km
transmission. Monte Carlo numerical experiments yield statistics of ray inclination, range, travel
time, and lower turning point. The resulting time front includes a deepening by several hundred
meters. The acoustic signatures provide the possibility for monitoring upper ocean processes with

abyssal acoustic arrays. © 2006 Acoustical Society of America. [DOI: 10.1121/1.2338813]

PACS number(s): 43.30.Re, 43.30.Hw [DRD]

I. INTRODUCTION

An acoustic pulse at megameter ranges is typically dis-
persed over 3—5 s (the SOFARGRAM). The first second
sees the arrivals of steep rays that span the ocean from top to
bottom. These are followed by rays of diminishing steepness
and increasing concentration near the axis, with the final ar-
rivals along the sound axis (the famous SOFAR finale). As
the insonification lifts off the bottom, the region below the
lower turning point (LTP) of refracted rays is expected to lie
in the sound shadow. In fact, signals are observed many hun-
dred meters beneath the caustics associated with LTPs. The
deep arrivals are an anomaly to an otherwise excellent agree-
ment with geometric optics (except for the finale). Diffrac-
tion cannot account for the observed penetration into the ray
shadow (Worcester, 1977; Dziecuich et al. 2004).

The upper ocean is associated with two marked bound-
aries: one at the ocean surface, the other at the base of the
mixed layer (MLB). Recent observations have revealed a
remarkable sharpness of the MLB, capable of the reflection
of low-frequency acoustics. Multiple reflections from a MLB
distorted by internal waves may account for the observed
shadow penetration.

Il. PENETRATION INTO THE ABYSSAL
SHADOW ZONE

Since the early days of the U.S. Navy Sound Surveil-
lance System (SOSUS) it has been known that late “forbid-
den” rays are in fact recorded on deep receiving arrays, but
the published accounts are very few. Spiesberger and Tappert
(1996) refer to “shadow-zone arrivals” in their 3700 km
transmissions from Hawaii toward the mainland and spoke
of the “the demise of the idea of axially trapped energy.”

YElectronic mail: drudnick@ucsd.edu
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Dushaw et al. (1999) refer to an “interesting, and perhaps
new, type of ‘ray’ arrival which appears to occur well into
the shadow zone of the predicted arrival...; the apparent sta-
bility of these arrivals, together with the detection of similar
arrivals at several other deep arrays in both the Atlantic and
Pacific oceans, rules out bottom interaction as the origin of
these arrivals. To date, no known mechanism, e.g., diffrac-
tion leakage from the caustics or diffusion of acoustic energy
by internal wave scattering, can explain the extreme depth
diffusion of acoustic energy that must be occurring.”

Figure 1 shows results of transmissions from an ATOC
source on Pioneer Seamount toward the bottom-mounted
horizontal SOSUS line array n (Dushaw et al., 1999). For all
but the earliest arrivals, the receiver depth is beneath the
predicted lower turning points of the rays, yet the signal is
clearly received. The authors note that the deep arrivals are
stable, and that they occur very near the time of the predicted
caustics above. The same result is found for transmissions to
other SOSUS arrays, all in the range of one or two megame-
ters. We will discuss the deep arrivals in terms of reflection
from a wavy MLB. This serves as a simple model to generate
the required statistics, but needs to be generalized to account
for the later refracted arrivals with upper turning points well
below the MLB.

lll. OBSERVED SOUND SPEED AND THE MIXED
LAYER BASE IN THE NORTH PACIFIC

The North Pacific Acoustic Laboratory (NPAL) Spice04
experiment had the objective of quantifying the effect of
upper-ocean sound speed fluctuations on long-range acoustic
propagation. In May-June 2004, the NPAL group deployed
three acoustic moorings along a 1000-km section in the
North Pacific, with end points at 34°53’N, 148°25’W and
33°25’N, 137°41°’W. Subsequent cruises in September-
October 2004 and March-April 2005 afforded opportunities

© 2006 Acoustical Society of America



Depth

20 200 180 160 130 120
Longitude W

s0f
40t
30|
20} ..

SNR (dB)

350

340
330
320

310

Yearday 1996

58 59
Relative Travel Time (sec)

FIG. 1. Predicted time fronts (top) and measured intensities for transmis-
sions from the ATOC source on Pioneer Seamount to SOSUS stations n and
o (adapted from Figs. 3 and 6 of Dushaw et al., 1999). The lowest panel
shows the recorded intensities of individual transmissions during year days
300 to 360 in 1996 as a function of transmission time (relative units). The
central panel shows the corresponding signal to noise ratios based on all
transmissions between January 1996 and March 1997.

to measure hydrography along the section. Observations of
temperature, salinity, and pressure were obtained during the
first two cruises using the newly developed Underway CTD
(Rudnick et al., 2004), a device designed to collect profiles
while under way so as not to require ship time or to interfere
with other operations. The last cruise was dedicated to mea-
suring fine-scale hydrography using a SeaSoar.

Representative profiles from these three cruises show
seasonal changes in the mixed layer and its base. The mixed
layer is at its deepest, near 100 m, in late winter or early
spring (Fig. 2: April profile). The mixed layer shoals rapidly
in the spring, due to increased surface heating, and is near its
shallowest in late spring or early summer (see June). The
mixed layer warms throughout the summer to its warmest,
least dense, state in the fall (see September). The MLB is
defined by remarkably sharp gradients in temperature, and
therefore sound speed, in a vertical span of about 10—20 m.
The net change in sound speed across the MLB can be larger
than 10 m/s (see September). This change is equivalent to
about 1/5 the variation in sound speed over the entire ocean
depth, and five times the change through the mixed layer
above the MLB.

For the purpose of this paper, the ocean sound channel is
modeled analytically (the “canonical” profile) with a discon-
tinuous transition at 70 m depth at the MLB (Fig. 2). The
sound speed in the mixed layer is at the adiabatic gradient,
with no net change in heat content relative to the canonical
profile above the MLB. The resulting sound speed change at
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FIG. 2. (Color) Sound speed profiles (lower scale) from April 2005, June
2004, and September 2004, representative of spring, summer, and fall in the
northeast Pacific. The sharp gradient at the bottom of the mixed layer first
forms in June and deepens to about 100 m at the end of the winter storms (a
weak deep residual from the previous year is evident in the June profile).
The black line (upper scale) is a fit of the canonical profile to the situation in
spring. In this paper the mixed layer is modeled by a discontinuity at 70 m
depth with no net exchange of heat.

the MLB is about 4 m/s. Observations are consistent with
velocity jumps up to 15 m/s, only 1% of the sound speed but
one-third of the total variation in the ocean column (ignoring
the associated density jumps). Even so, the jump is of course
dwarfed by the 80% velocity contrast and the 800:1 density
contrast at the sea-air boundary.

Internal waves at the mixed layer base. A SeaSoar tow
during the March-April 2005 cruise focused on the MLB
(Fig. 3). The nominal depth range 50-150 m was profiled
initially, completing a cycle in less than 3 min, resulting in a
horizontal resolution of at least 720 m at the tow speed of
4 m/s. As the tow proceeded to the east, the mixed layer
deepened, from near 80 to near 140 m, so the SeaSoar pro-
filing range was lowered. The MLB is clear in the figure as a
transition from relatively well-mixed water above to stratifi-
cation below. Statistics of MLB displacement and slope were
calculated over wavelengths from the length of the tow
(1000 km) to the Nyquist wavelength of 1440 m. Root-
mean-square MLB displacement and slope were rms ¢
=8.6 m and 0.0034 rad, respectively. The spectrum of slope
(Fig. 4) was white out to the Nyquist frequency at a level of
about F,,(k;)=0.02 rad?/cpm (cycles per meters). Previous
SeaSoar tows at constant pressure and along isopycnals re-
veal that the slope spectrum is white at the highest observed
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FIG. 3. (Color) Sound speed as color from April 2005 in the northeast
Pacific. Black lines are isopycnals (contour interval 0.1 kg/m?). The total
range is almost exactly 1000 km. The transition at the bottom of the mixed
layer is clearly indicated. SeaSoar cycled only over the 100 m surrounding
the mixed-layer base, yielding a horizontal resolution of 720 m. Mean depth
of the 25.36 isopycnal (corresponding roughly to the 1499 m/s sound speed
contour) is 115 m. The rms displacement (after removing the trend) is
8.6 m, rms slope is 0.0034. Because the displacement spectrum has a —2
slope, the slope spectrum is white. Thus the rms slope is strongly dependent
on horizontal resolution (Nyquist wave number).

wave numbers of order 0.1 m~'. (Hodges and Rudnick,
2006).

The processes causing the MLB to heave are likely me-
soscale eddies and internal waves. It is worthwhile to com-
pare the observed statistics to those obtainable through the

Slope Spectrum (radz/cpm)

1 1
10 107 10 167

Horizontal Wavenumber (cpm)

FIG. 4. Slope spectrum of the 25.36 isopycnal. The high wave number
termination is determined by the sampling resolution.
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Garrett-Munk (GM) spectrum. The observed rms MLB dis-
placement of 8.6 m compares favorably to the GM value of
7.6 m. The GM slope spectrum is white, as is the observed
spectrum, but the observed spectral density of 0.02 rad?/cpm
is well below the GM value of 0.08 rad?/cpm. Shortcomings
in the GM model are well known, and the rapidly changing
stratification near the MLB is a particular challenge. The
details of projecting the traditional GM displacement spec-
trum to the slope spectrum are cumbersome and uninterest-
ing (Appendix A).

Short internal waves with lengths comparable to the
acoustic wavelength are associated with Bragg scatter with
scattering coefficients vastly smaller than those associated
with specular reflections (Brekhovskikh and Lysanov, 1991
Chap. 9). For a very rough estimate of the wave number
cut-off appropriate to specular reflection, consider the dimen-
sion of a “ray tube” with Fresnel scaling VAR’ where \ is the
acoustic wavelength and R’ a suitable length scale. In a ho-
mogeneous ocean this is the total range r; in a periodic wave
guide, R’ is related to the ray loop range R. For the canonical
sound channel, Flatté et al. (1979, Chap. 9) demonstrate that
R’ is a small fraction of the ray loop range. Taking R’
=R/10=5 km, and \,.=10 m (150 Hz), the resulting Fresnel
scale is 220 m, as compared to the 100 m cut-off adopted in
this paper. Dzieciuch (2006) finds that the acoustic transmis-
sions are insensitive to internal waves with vertical scales of
less than the acoustic wavelength \,.. The associated hori-
zontal scale is larger by at least an order of magnitude. Ac-
cordingly, for \,.=10 m (150 Hz) we adopt a cutoff wave-
length of 100 m, or kT:0.0l cpm. Assuming that the
spectrum remains white at the level observed to a cutoff
wave number k}k cpm, the slope variance is o?=F,,(k,) X kY
=0.02%X0.01=2 X 10™* rad® (0.8° rms). The reader will ap-
preciate the uncertainty of this estimate associated with the
uncertainty in the termination of the slope spectrum.

A quite different consideration has been suggested by
Klymak and Moum (2006): a transition near 10~ cpm from
internal waves to turbulence. This implies a failure of the
discrete IW dispersion k(j, ) at the higher wave numbers,
where “the weak selective interactions” of the internal waves
are replaced by “strong promiscuous interactions” of the tur-
bulent Fourier components (Phillips, 1966). But if such a
transition occurs, it is not clear how it would lead to a
marked reduction in the reflectivity of a turbulent versus a
wave distorted MLB. One may hope that the acoustic mea-
surements can shed some light upon whether the termination
is governed by the acoustic frequency or determined by some
intrinsic properties of the ocean dynamics.

IV. STATISTICS OF A SINGLE BOUNCE
A. Refraction versus reflection

Figure 5 sketches the perturbations associated with the
steep gradients in the bottom boundary of the mixed layer.
The MLB gradients (red) are typically an order of magnitude
above those associated with the canonical gradients (black)
at that depth. Accordingly, the loop AB,C, is shortened rela-
tive to the canonical AB;C,. For a given angle of incidence,
the loop range varies inversely with the gradient dC/dz and
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FIG. 5. (Color) Modification of ray geometry by mixed layer base (MLB).
The canonical profile (black) is modified by a mixed layer with steep lower
boundary (red) and discontinuous boundary (blue). For a level MLB (top)
there is no change in the depth of the lower turning point (LTP). For a
downward tilting MLB with angle «, both the refracted and reflected rays
are steepened by 2« and the LTPs are equally deepened.

so typically AC,<AC,. Ray curvature is proportional to
sound speed gradient, and as dC/dz— >, AC,—0: the
downward refracted ray approaches the configuration of the
reflected ray (blue). The turning sound speed and depth of
the LTP are unchanged; they are specified by the incident
inclination 6; and sound speed C (or slowness S=1/C) at the
MLB (assumed level), according to Snell’s law

SMLB COS 0i=§, (1)

where Sy g is the slowness at the MLB and S is turning
slowness.

But there is a change in turning depth for an inclined
MLB. For a downward sloping MLB (as shown in the fol-
lowing), the reflected (blue) ray is steeper than the incident
ray by twice the MLB inclination,

49,=—0i+2a. (2)

The same “law of reflection” holds for a downward refracted
ray (red). For simplicity the following discussion is in terms
of a reflection at the MLB boundary.

There is total reflection for C,;, = C=1/S5 (the refracted

ray turns within the layer). For C;, < C there is partial re-
flection (Brekhovskikh and Lysanov, 1991, 3.1.12, neglect-
ing the density contrast)
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FIG. 6. Ray reflection from a MLB tilted by internal waves with inclination
a(x). At the crest and trough (@=0) the angles of incidence and reflection
are of equal magnitude, 6,=—6,. Reflections are steepened to the left of the
trough (A), and flattened to the right. Reflections are upward for %Qi
< ;(B—C). The boundary is screened for a> 0,.

. >
sin - \Vn%—cos? 0 Smix _ Cwmip _ L)
= - , n= = <
sin 6+ Vn* —cos” 6 Svi Chix

and R=1 for n>1, with R? designating the fraction of re-
flected energy. The subscripts “MLB” and “mix” refer to the
bottom and top of the shaded transition layer. For the canoni-
cal profile in Fig. 2 with 4 m/s difference between the sound
speed above and beneath the transition, the critical angle is
4.1°: only very flat rays are totally reflected. Observations
are consistent with velocity jumps up to 15 m/s, corre-
sponding to 8° of critical incidence. Later, we consider a
glancing ray of angle 0.6° and a steep ray of angle 8.9°.
Assuming n=1530/1540=0.9935 consistent with observa-
tions, the glancing ray is totally reflected and the steep ray
has R=0.19.

B. Screening

Incident rays on a wavy reflecting boundary will see
only that part of the boundary that is inclined toward the ray.
For an incident ray of inclination 6; the part of the boundary
whose inclination a> 6, is said to be “screening” (Beckmann
and Spizzichino, 1987; the designation “shadowed,” some-
times used in the literature, is here reserved to the abyssal
acoustic shadow). “Second-order screening,” which shadows
some of the boundary with a<<6; (Fig. 6), is ignored.

Inclinations at the MLLB are reasonably well represented
by a Gaussian probability density function

1 o?
pla)= pay oy eXp<— ;) (4)

where o is the standard deviation of MLB inclination. The
conditional PDF of illuminated inclination, given an incident
ray of inclination #,, is taken as

LACT
pullal6) =\ D(6,) (3)
0, o= 01'

where D(6)) is the Gaussian cumulative distribution function
(CDF)
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FIG. 7. (Color) (a) Probability density function of slope « as a function of
the incident ray inclination 6;, scaled by rms MLB inclination o. The green
curve shows the upper termination of the illuminated a. The expected value
(@) increases with increasing 6; from —y2/7o to O (red). (b) Probability
density function of 8/0°=Scos 6/20° with an expected value of —1 (red).
The maximum value of 3 is shown by the green curve.

6 '
D(Gi)=J p(a)da=%[l+erf(#)} (6)

V20

The normalization by the Gaussian CDF ensures that

J pula|0)da=1. (7)

—o0

The distribution of illuminated MLB inclination is thus a
clipped, normalized Gaussian (Fig. 7).

The illuminated mean and mean-square MLB inclina-
tions are

(a)=- Olp(ai)/D(gi)’ <a2> =0’ + 0{a), (8)
and the recurrence relation is
(ay=(n-1)oXa" )+ 0 a). )

The variance is
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((a=(a))*) = (a?) = (a)* = 0" + (@) - (). (10)

But the variance is not a good indicator of the spread because
of the large asymmetry between positive and negative «, and
it is best to refer to the PDF in Fig. 7.

Upward reflections off the MLB are possible, and all
subsequent statistics include these relatively few upward re-
flections. An alternate approach would be to assume that the
upward reflections soon encounter the MLB again, and are
reflected downward. A statistical model with only downward
reflections is achievable using PDF (5) with 6; on the right-
hand side replaced by %Hi. The results from such a model are
qualitatively similar to those shown in this paper.

C. Steepening

Rays incident on the MLB with inclination 6; are re-
flected (refracted) with inclination

0,:—0,«+2a/. (11)
The change in inclination per bounce is
80, =2« (12)

with a mean negative value of 2(«) [Eq. (8)]. All other sta-
tistics follow from the previous discussion (allowing for a
factor 2). Though the expected value (56,) is negative, e.g.,
steepening (though diminishing rapidly with increasing 6;),
there is significant probability of positive &6, (flattening).

D. Deepening

Deepening is associated with the change in turning
slowness 8S. From Snell’s law

S=Scos 6, (13)
and accordingly
55/8 = S cos 0,=cos(— 6;+2a) — cos(- 6)

=2sin(6;,— a)sin a = 2(0;,— a)a=2B, B= Oa-a?,

(14)
assuming small angles. The expected value is
(B)=64a)~(a?) =~ 0. (15)
The variance is
(B = (B =20"- o O{a) + 0° 0. (16)

Beneath 2 km depth, the gradient in sound slowness S(z)
=1/C(z) approaches the adiabatic value

¥, = (1/8)dS/dz =0.0113 km™". (17)

Hence the turning depth 7 changes with turning slowness
S(z) according to

7=y, 85S = 2y,'B. (18)

Remarkably, the expected value (8)=—0? is independent of
0;, and this makes
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(7)=-27,'"0>=-35m (19)

a convenient measure of deepening per bounce. Here again
the large asymmetry suggests a direct reference to the PDF

of B [Fig. 7(b)]:

_ pale’|6) + pula|6) A
pul(Bl6) = V/(H,g 45 , B< n
o= 3(6,= 67 - 4p). (20)

(Care has been taken to allow for the two roots a* to
=0,a—a’) The expected (8)=—0> and so () is negative
(deepening), but there is a significant chance for >0 (rais-
ing the caustic) and for occasional S<-o? (large deepen-
ing).

E. Stretching

Rays in the ocean waveguide (the ocean “Sound Chan-
nel”) oscillate about the sound axis between upper and lower

turning points at z*(S). Reflections at the undulating MLB
lead to perturbations in turning slowness 55 and turning
depths 6z°. The associated perturbations in the length R and
period T of the ray loops are conveniently given in terms of
the action variable A(S) and its derivatives A'=dA/dS,A"
=d?A/dS?* (Appendix B). Expanding A(S) in a Taylor series,
the deepening of the lower caustic and the stretching (in
range and time) of the loops per bounce are given by

67 =(y,5)7'8S, SR=-A"8S, ST=-A"SSS, (21)

with 8S=S8cos 6. The PDFs of all three variables are de-
rivable from the distribution of §cos 6(=28). The bias for
negative &cos 6 is a property of the cosine function and
independent of the bias for negative &6 (=%5a) due to
screening. The expected (Scos 6)=—207 applies even if
there is no screening. For positive A”, deepening is asso-
ciated with stretching.

V. STATISTICS OF MULTIPLE BOUNCES
A. Reflected angle and its cosine

Long-range acoustic propagation involves multiple
bounces off the MLB. Screening will lead to a mean steep-
ening of reflected rays. Also, a growth in the variance of
reflected angle 6, will occur as the repeated bounces are
essentially a random walk. The quantity of interest is the
cosine of the reflected angle,

cos f,=1—36+---. (22)

Therefore the mean value of the cosine will decrease as the
variance of reflected angle grows. Through Snell’s law this
results in a decrease in turning slowness and a deepening of
the lower turning point.

The PDF of « is a function of 6;, and for multiple re-
flections, 6; is itself a random variable as it is a sum of a
series of a’s. So the PDF of 6; after N bounces is not easy to
calculate analytically (Appendix C). However, it is rela-
tively straightforward to perform a Monte Carlo simulation
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FIG. 8. (Color) Probability density function for 6, and cos 6, as a function
of bounce for glancing initial incidence 6,=0.0104 (0.6°).

of the process using the distribution (5) and reflection
law (11) iteratively from an initial MLB inclination 6, so
0("+l)=0(r")+2a(”) with the distribution of a" a function of
05"). Statistics were calculated using 100 000 realizations of
20 consecutive bounces, with the variance of MLB inclina-
tion as observed, 02=2 X 10~*. Two choices are considered,
0,=0.0104 rad and 6,=0.1555 rad, representative of angles
comparable to, and much larger than, o.

The glancing initial angle is perhaps the best to investi-
gate first, as it will be most affected by screening, and the
assumption of a reflecting MLB is most valid. Results are
shown for 6,=0.0104 rad as a sequence of PDFs for each of
20 consecutive bounces [Fig. 8(a)]. The PDF for one bounce
is the same as that derived analytically (5). As the number of
bounces increases, the likelihood of large negative 6, in-
creases, due to screening and the increase in variance of a
random walk. Because upwar